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PREFACE
Welcome to the proceedings of the "Workshop of Physical Agents", a distinguished
gathering that brings together researchers and practitioners from diverse fields
such as computer vision, robotics, cognitive architectures, and machine learning.
This workshop serves as a vibrant platform for the exchange of innovative ideas,
cutting-edge research, and transformative technologies that are shaping the future
of physical agents.

Physical agents, encompassing autonomous robots, intelligent systems, and
adaptive software agents, are becoming increasingly integral to various aspects
of our lives. From enhancing industrial automation to advancing medical diag-
nostics, these agents are pushing the boundaries of what is possible in both the
digital and physical realms. The interdisciplinary nature of this workshop re-
flects the multifaceted challenges and opportunities in developing, deploying, and
understanding these sophisticated systems.

This collection of scientific papers represents the latest advancements in the
field. Our contributors delve into a wide array of topics, showcasing the breadth
and depth of current research. The papers are organized into several key themes:
Computer Vision, Intelligent Robotics, Machine learning, Social Robotics, Intel-
ligent Robotics and Cognitive robotics.

The diversity of topics covered in this workshop underscores the collaborative
spirit and interdisciplinary approach essential for advancing the field of physical
agents. Each paper has undergone a rigorous peer-review process, ensuring the
highest standards of scientific quality and relevance.

We extend our heartfelt gratitude to the authors for their valuable contribu-
tions, the reviewers for their insightful feedback, and the organizing committee
for their dedication and hard work in making this workshop a success. We also
thank our sponsors and supporters for their generous contributions, which have
been instrumental in facilitating this event.

As you explore these proceedings, we hope you find inspiration and new per-
spectives that will drive your research and innovation in physical agents. May
this workshop foster fruitful discussions, collaborations, and advancements that

will shape the future of technology and its impact on society.

Welcome to the "Workshop of Physical Agents" 2024.

Sincerely,

Miguel Cazorla, Francisco Gomez-Donoso, Felix Escalona
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Fundamental Challenges in Deploying Autonomous Systems in Industrial and
Urban Environments 1

Plenary I: Fundamental Challenges in Deploying Autonomous

Systems in Industrial and Urban Environments.

In recent years, the fields of robotics and autonomous driving have wit-
nessed rapid advancements, driven by a combination of sophisticated algo-
rithms, improved sensor technologies, and increased computational power.
However, despite these advancements, there remain significant challenges
that must be addressed to achieve fully autonomous systems capable of
navigating complex environments safely and efficiently. Among these chal-
lenges, precise sensor calibration, real-time motion estimation, and robust
object detection are paramount.

Addressing these challenges requires a multidisciplinary approach that
combines computer vision, machine learning, sensor fusion, and robotics.
The development of robust solutions to these problems is crucial for the
advancement of autonomous systems that can operate safely and effec-
tively in the real world. As research continues to evolve, the pursuit of
these objectives will pave the way for the next generation of autonomous
technologies, bringing us closer to a future where robots and vehicles seam-

lessly integrate into our daily lives.

Eduardo Nebot. Australian Centre for Robotics. University of
Sydney.



Plenary II: Spotting Robots: Toward Scene Understanding

and Dynamic Object Interactions.

Robotic scene understanding involves the ability of robots to interpret
and analyse their surroundings, enabling them to navigate and interact
with real-world environments effectively. This includes recognizing and re-
sponding to dynamic object interactions, which are crucial for tasks like
human-robot collaboration. This presentation explores the latest advance-
ments in robotic scene understanding and dynamic object interactions,
notably using the Spot robot. We delve into innovative approaches that
enable Spot to perform complex tasks such as opening drawers and grasp-
ing objects through deep learning frameworks. Additionally, we examine
the development of dynamic scene graphs that store and enrich informa-
tion, creating detailed and interconnected representations of environments.
The talk also covers how interactions with light switches can be integrated
into these scene graphs, leading to lightweight data structures that adapt
to real-time changes. Furthermore, we introduce a robotic benchmark
dataset designed to enhance visual localization techniques, providing a
standardized platform for evaluation and improvement. These advance-
ments collectively aim to push the boundaries of robotics, fostering more

sophisticated and dynamic interactions with the environment.

Zuria Bauer. Computer Vision and Geometry Group. ETH

Ziirich.
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PAWS: Personal Assistance Walking System for
the Visually Impaired

Carmen Losantos-Pulido!, Francisco Gomez-Donoso![0000—-0002-7830—2661]  peljx
Escalona! (0000-0003-2245-601X] 54 Miguel Cazorla! [0000-0001—6805-3633]

University Institute for Computing Research.
Universidad de Alicante, 03690, Alicante, Spain.
clp44@alu.ua.es, {fgomez, felix.escalona, miguel.cazorla}@ua.com

Abstract. Blindness and vision impairment are among the most com-
mon disabilities worldwide. The World Health Organization estimates
that 40 to 45 million people are blind, and 135 million have low vision.
There are various assistive devices designed to enhance the quality of
life for visually impaired individuals. However, there is a notable gap in
assistive devices specifically for navigation. Blind individuals often rely
on human or animal companions to navigate, which presents its own set
of issues. To address these challenges, we propose PAWS, a Personal As-
sistance Walking System for the visually impaired. PAWS is a robotic
quadruped equipped with vision and navigation algorithms, designed to
guide a blind person to specific locations in outdoor and urban envi-
ronments. The base robot is a commercially available model that we
modified with new hardware and software tailored to this purpose. We
successfully tested PAWS on our university campus, demonstrating its
potential as an effective navigation aid for the visually impaired.

Keywords: Robotics - Quadrupeds - Navigation - Visually impaired

1 Introduction

Blindness and vision impairment is one of the most common disabilities globally.
In fact, an estimated 40 to 45 million people are blind and 135 million have low
vision, as stated by the World Health Organization [8]. In the same document,
it is also said that the 80% of the cases could be addressed to some extent to
improve their vision. However, there still are a great deal of individuals that
could not. The daily life for this kind of persons pose a plethora of challenges.
Nowadays, there are a range of assistive devices aimed to improve their qual-
ity of life hugely. For instance, there are digital colorimeters that read the color
of any item out loud; smartphone apps to describe scenes and objects; and opti-
cal character recognition devices to understand written text. Nonetheless, there
kind of assistive devices have almost no presence for tackling the navigation is-
sue. Blind people are on their own for going to places, or they usually resolve
to a human or animal companions. This pose problems as well, as it will not be
a human companion available at any time. Guide dogs, on the other hand, are



hard to train, very costly and, sometimes, unpredictable.

To address these matters, we propose PAWS, a Personal Assistance Walking
System for the visually impaired. This is a robotic quadruped packed with vi-
sion and navigation algorithms, specially tailored to guide a blind person to an
specific place in outdoors and urban environments. The robot used as base is a
commercial model that was modify with new hardware and the corresponding
software. We tested it in our University campus with high success.

The rest of the paper is structured as follows. First, a review of related
works is provided in Section 2. Then, Section 3, describes the system and its
components. In Section 4, we show the experiments we carried out to validate
our approach. Finally, the conclusions and future works are drawn in Section 5.

2 Related Works

Assistive devices for the blind and vision impaired is a very interesting area
of research. Being able to augment, replace, or complement human abilities,
specially if they were harmed due to accidents or illnesses, is of high important
from the facet of integration, quality of life and health care. Due to this, a range
of approaches emerged.

They can be split in three categories: wearable devices, dedicated devices and
robotic frameworks.

Another methodology is to integrate the assistance devices within the body
of the user. This is the case of [1], in which an artificial-intelligence-based sonar-
like system is proposed. The user wears a monocular camera that is converted to
a tridimensional representation of the obstacles present in the scene. A similar
approach is followed in [11], as it proposes a sonar based device with tactile feed-
back developed to improve the mobility and independence of visually impaired
individuals. It features a transceiver/receiver, a potentiometer, a microcontroller,
a rechargeable polymer lithium ion battery, and a Nokia Cell phone vibrator.
Additionally, the device features an adjustable detection scheme for user cus-
tomization.

A different approach would be to introduce beacons in the environment that
be read with a devices. This case is studied in [10]. They propose a wireless
network of "crumbs" providing access from any point in a building to a central
server that provides orientation and wayfinding information. These information
is extracted using a dedicated device. A similar methodology is explored in [13],
in which the authors propose a system that uses RFID and GPS based local-
ization while operating indoor and outdoor respectively. The portable terminal
unit is an embedded system equipped with an RFID reader, GPS, and analog
compass as input devices to obtain location and orientation. Finally, it can guide
the user to a predefined destination. Custom and dedicated devices are also ex-
plored. For instance, in [6], the authors describe a binaural sonar that detects
objects over a wider bearing interval and also determines if the object lies to the
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left or right of the sonar axis in a robust manner. As the sonar or object moves,
vibration patterns provide landmark, motion and texture cues. The assistive de-
vices in the shape of a cane has been also extensively tested in [4], [12], and [9].
These devices pack different sensors and feedback to help the blind people to
safely navigate in any environment.

Finally, regarding the assistant robots, we can find several examples in the
state of the art. For instance, in [7] it is described a proof-of-concept prototype of
a robotic shopping assistant for the visually impaired. The purpose of RoboCart
is to help visually impaired customers navigate a typical grocery store and carry
purchased items. To do so, the robot relies in RFID tags and range sensors.
Another examples is [3], that proposes the design of CaBot (Carry-on roBot),
an autonomous suitcase-shaped navigation robot that is able to guide blind users
to a destination while avoiding obstacles on their path.

3 Personal Assistance Walking System for the Visually
Impaired

As explained before, we propose a robotic quadruped that can mimic the abilities
of an actual guide dog for the visually challenged. Specifically, we employed a
commercial quadruped as the base, and we developed different functionalities so
that it can safely walk a person between two points in the space. In this Section,
we delve in the hardware modifications and software implementations that we
especially tailored for this project.

3.1 Hardware Architecture

The Unitree Go 1 EDU is the robot of choice to carry out this project. This is
a mid-size low-cost quadruped that is packed with several sensors and is ROS-
compliant. It has some delicate parts already working off-the-shelf, as the loco-
motive and stabilization system. It has fish-eye lens stereo cameras around its
perimeter, but the quality of the tridimensional data provided is not accurate. It
also has a number of embedded NVidia Jetson Nano and Raspberry Pi devices
that control parts of their built-in functionalities. Some of these devices have
external USB ports that we used to expand its capabilities. The diagram of the
hardware part can be seen in the Figure 1.

In order to achieve the proposed goals, some additions were made to the base
of the robot. First, the robot is able to localize itself in an unknown outdoor
environment thanks to an additional GPS. The selected model was an U-Blox7
USB GPS module due to its small size and high reliability. It is connected to
one of the NVidia Jetson Nano inside the robot.

We also mounted a digital compass to be able to accurately estimate the
heading of the robot. In this case, we chose the HMC5883L which is a three-axis
magnetoresistive sensor that provides 1° to 2° degree compass heading accuracy.
It features an 12C interface so it was connected to an Arduino UNO. The Arduino



USB

[ |

Arduino OAK-D Pro U-blox7
UNO

Jetson | [Jetson
3 1

Ra;Pb- Jet;O“ Digital Pin 12C
I

Push Digital

Unitree Go 1 Button Compass

Fig. 1. Diagram of the hardware used for PAWS.

queries the compass and sends the data to one of the built-in NVidia Jetson Nano
over USB connection.

As the tridimensional data provided by the built-in stereo setup is insufficient
to provide accurate and reliable depth that allowed autonomous navigation,
we also fixed an OAK-D Pro camera in the neck of the robot. This is a high-
resolution stereo active sensor that works in the 0.5-12m range. The camera is
also able to provide high-resolution color images, which are used for detecting
objects as well. It is connected to one of the built-in NVidia Jetson Nano over
USB connection.

The last piece of hardware we added is a simple momentary switch. The
switch is mounted on a handle that is attached to a robust coiled lead connected
to the Arduino UNO mentioned earlier. The intention behind this is two-fold:
on one hand, it serves as a security measure, as the robot will only move if the
user is pressing the button; and on the other hand, the lead is used so the user
can easily follow the steps of the robot.

As metioned before, several devices are connected to a NVidia Jetson Nano
using USB. In order to do this, we employed a USB 3.1 hub to expand the
number of available ports. We also designed custom 3D-printed parts to hold all
the added hardware in place. The plastic parts were fixed on the mounting rails
the robot has in its back. Figure 2 shows the ensemble on the actual robot.

3.2 Software Framework

The software we implemented allows PAWS to find a route between two GPS
points using the global planning. The actual position is retrieved using the GPS,
and the destination is inserted by the user, that is, the place they want to go
to. This returns a list of GPS waypoints. The obstacle avoidance and local plan-
ning part is in charge of navigating between two subsequent waypoints without
colliding against any obstacle. These two main pieces are thoroughly described
next in this Section.

As mentioned before, the Unitree Go 1 is ROS-compliant, and thus, all their
built-in parts are compatible with ROS. Specifically, we are only interested in
the locomotion subsystem that allowed to move the robot by sending velocity
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Fig. 2. Close-up picture of the hardware used for PAWS.

commands to the corresponding topic. No low-level interaction is needed to move
the legs. Thus, we adopted the methodology and expanded it with new ROS
nodes that controlled the newly added hardware parts. Specifically, we created
a node that publishes the image and the depth map of the OAK-D Pro in
two different topics. We also wrote a node that publishes the GPS coordinates
(latitude and longitude). Finally, we also integrated another node that publishes
the data retrieved from the Arduino, that is, whether the button of the handle
is being pressed, and the heading of the robot (regarding the north) in angular
degrees, in another two topics.

All these ROS topics are queried by the higher level parts of the architecture
to run their algorithms.

Global planning Regarding this part, we relied in the public Google Cloud
Platform API. Once the user inserts the desired destination in GPS coordinates
and the robot retrieves the current GPS position, it queries the API for the
best route. The computed route is composed of a list of waypoints, as shown
in Figure 3, which are also GPS coordinates. Each waypoint represents a turn
event, so the path between two of them are basically straight lines. At this point,
the navigation algorithm is straightforward: align the robot so it is pointing to
the next waypoint and run the obstacle avoidance algorithm until the waypoint
is reached. Repeat the process with the next waypoint until the final destination
is reached.
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Fig. 8. Visualization of the waypoints returned by the Google Cloud Platform API.

Obstacle avoidance As for this method, its goal is to safely move and guide
the user between two of the waypoints computed by the global planning method.
As explained before, the path between two waypoints is basically straight, but
in the real world there are different events that require local navigation and
planning that considers the changing state of the environment. As PAWS is
aimed to outdoors and urban environments, it can encounter other pedestrians,
vehicles, static obstacle like posts or walls, or simply areas that are unsuitable
for pedestrians like grass patches. The algorithm should be able to adapt to this
challenging setup while navigating to the destination waypoint.

To do so, the algorithm we designed uses as input the GPS position, the
heading data and the depth map. GPS position and heading ensure that PAWS
is effectively approaching the destination whilst the depth map allows obstacle
avoidance.

The algorithm is as follows. At the start, the robot must head the destination
waypoint. First, the depth map is retrieved and split in four different vertical
parts: the center part, left and right bands, and sides. Figure 4 shows a visual-
ization of this splitting method. The sides of the depth map are discarded, as
we are only interested in the area that is right in front of the robot. For each of
the parts, we computed the closer depth values, which will represent the nearest
obstacle. If there are no obstacles in a range of 3 meters in the center part of the
scene, the robot will walk forward at 0.8m/s. If there is an obstacle in the range
of 1.5-3m, the robot decreases its velocity to 0.3m/s and starts to turn to the
clearer side by observing the left and right areas of the depth map. If it reaches
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Fig. 4. Vertical zones defined over the depthmap.

an obstacle under 1.5m, it simply stops for 3 seconds, in the case is a moving
object like another pedestrian, to pass. If the obstacle does not move, the robot
starts turning around at 0.1m/s looking for a new path. Every 30 frames of going
forward, the robot checks its heading and corrects it to point to the destination
waypoint if it does not imply having an obstacle under the 1.5m range. In any
case, if the robot detects an obstacle under 1.5m in the left of right sides, it
turns to the contrary direction to move away of that obstacle. It also checks the
current GPS position to detect if the destination waypoint has been reached.

This reactive approach is simple but effective as it is able to quickly adapt
its course to the current particularities of changing environments and considers
the heading so that the chosen direction ultimately leads to become close to the
next waypoint.

Object detection In the list of waypoints returned by the global planning,
there could likely be the need of crossing roads. To do this, the robot must
approach the crosswalk and wait for the traffic light to turn green before pro-
ceeding. Thus, the pedestrian traffic lights and the crosswalks must be detected.

To do so, we rely in the YOLOv8 method [5]. This deep learning-based archi-
tecture is based on convolutional neural networks and returns a list of bounding
boxes of the detected objects over the input image. It is efficient, configurable
and extensible, so we adopted it. Specifically, we used the 'nano’ version with
an input size of 640 x 640 pixels as it provides good accuracy while keeping the
computation cost at bay.

We trained the architecture to detect three types of objects: crosswalk, green
pedestrian traffic light and red pedestrian traffic light. The dataset of choice was
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UrOAC |[2]|. This dataset depicts urban objects captured in a range of different
lighting conditions, from bright daylight to low and poor night-time lighting
conditions. In the latter, the objects are only lit by low ambient light, street
lamps and headlights of passing-by vehicles. The images are taken from the
point of view of a pedestrian, which is similar to the point of view of the robot.
There are a range of datasets that depict these urban objects of interest, but
they are usually captured from the perspective of a car.

Thus, the robot will wait until the pedestrian traffic light turns green as it
finds a crosswalk during its navigation. Once it is green, the robot will resume its
usual navigation procedures. An example of the outcome provided by the object
detection module is shown in Figure 5.

Fig. 5. actual example of the detections provided by the object detection module.

4 Experimentation

In this Section, we put to test different isolated parts of PAWS, and then, we
perform an experiment of the whole system in which the robot autonomously
navigates to a destination point.

4.1 Obstacle avoidance

To test this module, we execute the obstacle avoidance on the robot in controlled
environments. Specifically, three setups were considered with different difficulty
level. The first environment (corridor) consisted in a regular building corridor of
1.35m wide per 14 meters long. The second one (maze), was a wider corridor with
different obstacles distributed over the space. This case pose a severe challenge
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for the algorithm due to the density of obstacles and the distance between them.
Finally, we run the algorithm outdoors (campus) in our university campus. This
is the most similar to a real environment as it has all the urban features. For each
environment, we run the algorithm three times, modifying the initial position of
the robot to correctly evaluate its behaviour. The number of collisions and the
time the robot took to complete the course are reported. These environments
are shown in Figure 6.

Fig. 6. Depiction of the different environments in which we tested PAWS.

The results of this experimentation are shown in Table 1. In the easiest setup,
that is the corridor, the robot performed as expected. Regardless the starting
position it was able to detect the walls and reposition itself to not to collide. It
took an average of 45.3 seconds to complete the 14m of corridor.

Regarding the maze, which is the most challenging of the three environments,
the time greatly varies depending of the starting point, as the robot takes dif-
ferent decisions reacting to the current state of the obstacles. In any case, the
robot took less than a minute to traverse the area. The space between obstacles
triggers at all times the reduced approaching speed of the robot as there are
obstacles very close. Only one collision occurred and it was because the robot
rotated itself on the place and hit the vending machine with the back leg. This
happened because the robot was in a very narrow space and due to the lack of
peripheral vision as the depth camera faces forward the robot.

Table 1. Results of the experiments carried out to validate the obstacle avoidance

module.
Environment |Starting Pose|# Collisions| Runtime

Center 0 42

corridor Left 0 51
Right 0 43

Center 0 46

maze Left 0 28
Right 1 59

Center 0 60

campus Left 0 60
Right 0 60
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The last environment was outdoors, on our University campus. As mentioned,
this environment and an actual urban setup are very similar as it features dif-
ferent ground conditions, grass patches, cars, crosswalks, other pedestrians and
the rest of features present in an urban setup. In this case, the robot was able
to avoid all the obstacles, static and dynamic, present during the test. This en-
vironment did not feature narrow places like the ones present in the maze test.
The areas were wide and the other pedestrians tend to step aside the path of
the robot even before PAWS noticed them. In every case, we limited the time to
one minute.

In the light of the experiments, it can be stated that the obstacle avoidance
method is good enough for this application, achieving high accuracy in a range
of different static and dynamic situations.

4.2 Object detection

The object detection module is in charge of detecting crosswalks, and red and
green pedestrian traffic lights. As mentioned before we trained a YOLOv8-nano
with the UrOAC dataset for ~500 epochs. The training was stopped when there
were no improvements in the validation loss and mean AP metrics for 100 epochs.

Finally, the model performed with good accuracy, reaching a ~0.95 mean AP.
Some actual predictions on validation images are shown in Figure 7. Despite the
good accuracy, there are some extreme cases in which the detector is prone to
fail. For instance, if the crosswalk is partially occluded by bollards, the detector
returns different bounding boxes for the same crosswalk as the bollards split
them as if they were separate objects. In addition to that, the traffic lights that
are far away from the camera are sometimes not detected.

Upon the deployment of the model using PAWS’s camera, we realize an
issue. The shutter of the color camera is rather slow so the jerky movement of
the quadruped introduces artifacts in the image, as the image is being took at
the same time the robot is moving. Despite this problem, the model was robust
to it, and only affected the smallest objects. If the robot is still, the problem
dissapears and the results are as expected.

4.3 Integration of the whole system

In this experiment we tested the system as a whole. The task was to guide a
person from a starting point to a destination point. Three different origin points
were selected so that they are at a range of around 100 meters. The goal in each
case was to reach the main door of our School building.

In all the cases, the robot was able to reach the goal point avoiding collisions
with other pedestrians, walls or trees. The time it took to complete the three runs
were 47, 59 and 462 seconds. In the second run, PAWS chose to cross a grass field
with threes. Despite it is allowed to walk over there in our University, it could
be forbidden in other environments. In addition to that, in the same run, the
robot tripped on a set of big roots that protrude from the ground. Nonetheless, it
did not fall and reached the final destination. However, this could be dangerous
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Fig. 7. Results of the object detection module on validation images.

for the person using PAWS at that moment. In the third run, the person that
was being using PAWS had to stop for awhile as a colleague interrupted the
experiment to chat a little. The user leveraged the control leash to stop the
robot and to resume its way later.

5 Conclusion and Future Work

In this work, we propose PAWS, a personal assistance walking system for the
visual impaired. Our approaches uses the Unitree Gol as the base, which a com-
mercial low-cost quadruped. The system leverages a range of added sensors, such
as GPS, digital compass and a depth camera, to autonomously navigate between
two points in space. To do so, different software components, that interact to
each other, were tailored. As the experiments demonstrated, the robot was able
to successfully traverse a range of different environments without colliding to
any obstacle.

Nonetheless, the approach has some limitations. For instance, the robot lacks
of peripheral vision, so there are cases in which it can hit obstacles located be-
hind its body. We also noted a minor problem with the color camera of choice.
As the shutter is slow, there appear artifacts in the images if the robot is moving
while it is capturing an image. We also plan to implement a semantic segmenta-
tion method that classifies what kind of ground is traversable (sidewalk, rugged
terrain, and others) or not (grass patches, potholes and others).

To address these problems, we propose the following improvements for future
work. First, we plan to append a camera stabilization method that would help
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to remove the artifacts in the image when the robot is moving fast. In addition,
we also plan to append a 360 degrees depth perception device that allows the
robot to perceive all its surroundings.
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Abstract. This paper outlines the redesign process of the social robot
EBOv2, an evolution of the EBO robotics platform. The original version
of EBO has been used in various applications, from promoting compu-
tational thinking in educational settings to providing cognitive therapy
for older adults. The redesign of EBOv2 aims to meet today’s needs by
incorporating state-of-the-art hardware and a new casing. EBOv2 fea-
tures differential navigation hardware, an upgraded screen for expressive
emotional display, microphones and speakers for personalized user inter-
action, and optimized components to enhance overall performance. The
main goal is to improve the user experience and the robot’s versatility for
widespread use in occupational therapy, assistance for older adults, and
managing neurodegenerative diseases. This article details the co-creation
process of EBOv2, focusing on key hardware design aspects, component
selection and integration, aesthetic casing design, and comprehensive sys-
tem integration. Additionally, a group of occupational therapists evalu-
ated the new physical redesign of the robot. This evaluation involved
surveys designed by experts in the field to assess the robot’s functional-
ity, user acceptance, and overall impact on future therapeutic outcomes.
The results highlight significant improvements in the acceptance of the
new robot platform, underscoring its potential for broad application in
therapeutic and assistive contexts.

Keywords: Social Robotics, Robotics Redesign, Educational Robotic, Proto-
type generation, Elderly assistance

1 Introduction

As the global population of older adults grows, there is an increasing demand
for treatments tailored specifically to their needs. Social robots have emerged as
a promising solution, designed to interact with humans in social and therapeutic
contexts, providing companionship, entertainment, and support. These robots
have effectively delivered therapeutic benefits to older adults [3]. However, tra-
ditional approaches often face limitations in personalization, interaction, and
engagement.
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To address these challenges, social robots must have advanced capabilities to
facilitate personalized interactions. This includes enabling the robot to engage
in natural conversations with each user, understand and respond to their needs
and preferences, and provide affective responses. Such capabilities can signifi-
cantly improve therapeutic outcomes and the overall user experience. This paper
presents the hardware redesign process of the social robot EBOv2 to integrate
these new capabilities. EBOvV2 is an evolution of the EBO robotics platform,
which has been utilized in various applications, ranging from promoting com-
putational skills in educational settings to providing cognitive therapy for older
adults.

Originally, EBO was designed for limited interaction capabilities; neverthe-
less, it has been positively utilized in therapies with older adults [13]. EBO used
the CORTEX architecture in its latest version to facilitate personalized inter-
actions. It utilized a series of software agents that maintained an engaging and
tailored conversational flow using Large Language Models (LLMs). However, the
interaction was constrained by the hardware of the original platform, which was
designed a decade ago.

The redesign of EBOvV2 aims to meet current needs by incorporating state-
of-the-art hardware and a new casing. To address the evolving requirements of
the EBO robot, several specific needs were identified in a co-creation process:
i) the integration of sensors necessary for occupational therapy activities; ii) a
larger screen to facilitate use by older adults; iii) a modular design that sepa-
rates the base from the body to improve access to components; and iv) a uniform
finish to enhance aesthetic appeal. EBOv2 features differential navigation hard-
ware, an upgraded screen for expressive emotional display, advanced microphones
and speakers for personalized user interaction, and new components to enhance
overall performance. These requirements formed the foundation of the redesign
process, guiding the selection of features and design elements to enhance the
robot’s functionality and usability. The main goal of this redesign is to improve
the user experience and the robot’s versatility for widespread use in personalized
cognitive therapies for older adults.

This article details the co-creation process of EBOv2, emphasizing critical
aspects of hardware design, component selection and integration, casing design,
and overall system integration. Furthermore, a group of occupational therapists
has evaluated the new physical redesign of the robot using surveys developed by
experts to assess the new embodiment of EBOv2 and its impact on users. The
results demonstrate substantial interest in the new redesign, significant improve-
ments in user acceptance, and the anticipated ease of use of the updated robotic
platform in therapeutic and care settings.

This article is organized as follows: After this brief introduction, Section 2
reviews related works, focusing on the use of social robots in cognitive therapy
for older adults and the challenges they face, including the Uncanny Valley phe-
nomenon and the importance of robot design for user engagement. Section 3
provides a detailed overview of the original EBO robot, including its hardware
and software components and its application in therapeutic contexts. Section
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presents the redesign of EBOv2, discussing the co-creation process with engineers
and occupational therapists, the new hardware components, and the aesthetic
improvements in its casing. Section details the evaluation process of EBOv2 by
occupational therapists, highlighting the improvements in user acceptance and
usability based on survey results. Finally, Section concludes the paper, summa-
rizing the key findings and discussing future work to enhance further the EBOv2
platform for broader application in therapeutic and assistive contexts.

2 Related Works

The use of social robots in cognitive therapy for older adults has been explored
in the last decades, with various studies demonstrating their effectiveness in en-
hancing cognitive functions, reducing depression, and alleviating loneliness. For
instance, the study in [2] evaluated the Paro robot, a seal-shaped therapeutic
robot, in an Italian Alzheimer’s day center. The findings highlighted signifi-
cant improvements in patients’ perceived quality of life when the Paro robot
was integrated with usual care, underscoring the potential of social robots in
non-pharmacological interventions for dementia. Similarly, in [9], the authors
demonstrate the positive impacts on cognitive function, depression, and loneli-
ness among older adults living alone. The intervention used a quasi-experimental
design to show significant improvements, reinforcing the therapeutic benefits of
social robots. Additionally, the work in |7] investigates the effectiveness of the
socially assistive robot Hyodol, finding significant reductions in depression and
improvements in cognitive functions among older adults with mild cognitive im-
pairment. Moreover, our study [13] evaluates the earlier version of the EBO
robot, demonstrating its positive impact on the interaction and engagement lev-
els of patients with mild to moderate cognitive impairment, further confirming
the potential of social robots in therapeutic contexts.

The Uncanny Valley phenomenon, first described by Mori in [11], refers to
the discomfort people feel when confronted with robots that appear almost hu-
man but not quite. This phenomenon is interesting in the design of social robots,
as it impacts their acceptance and effectiveness. Research indicates that robots
with a mascot-like appearance, which are less likely to fall into the Uncanny
Valley, generally achieve higher acceptance and evoke more positive emotional
responses from users. For instance, the work in [1] found that human-like robots
often evoke negative emotional responses, hindering their effectiveness in thera-
peutic settings. Conversely, robots designed with a more friendly, non-humanoid
appearance tend to avoid the eerie feeling associated with the Uncanny Valley
and are more readily accepted by users. Our original EBO robot addressed the
Uncanny Valley phenomenon by adopting a non-humanoid, friendly design [13].
This approach helps avoid the Uncanny Valley and promotes a sense of comfort
and control among users. By prioritizing a mascot-like appearance, EBO en-
hanced its effectiveness in interacting with humans, particularly in therapeutic
contexts. In this paper, the new EBOv2 design ensures that the robot can pro-
vide emotional support and companionship without eliciting discomfort, making
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it more suitable for use in occupational therapy, assistance for older adults, and
managing neurodegenerative diseases.

The appearance of social robots plays a critical role in user engagement. In
[5], the authors highlight that social robots’ embodiment and physical design sig-
nificantly influence user experience and engagement. Their findings suggest that
incorporating expressive gestures and a user-friendly interface enhances the qual-
ity of interaction between humans and robots. The authors in [8] demonstrate
that the robot’s appearance plays a crucial role in therapy protocols, indicating
that user engagement and therapeutic outcomes are significantly influenced by
the robot’s design. In the work presented in [10], the authors affirm that social
robots can be categorized into several types: socially evocative, socially situated,
sociable, socially intelligent, and socially interactive. The level of development
of each one of them directly influences user engagement. Therefore, EBOv2 falls
under the socially intelligent robots, designed to exhibit human-like social intel-
ligence through advanced human cognition and social competence models. The
redesign of EBOv2 focuses on enhancing user engagement by incorporating a
larger screen for expressive emotional display, which is particularly beneficial
for older adults. This feature, combined with speakers and microphones to fa-
cilitate personalized affective interaction, further improves the robot’s usability
and acceptance.

Finally, social robots should possess the capabilities to interact with affec-
tion and empathy during therapy, including understanding and responding to
users’ emotional states. In the work [12], the author demonstrates that simple
emotional gestures in socially assistive robots can significantly increase user en-
gagement and reduce anxiety in medical settings. Similarly, in [4], the authors
explore how robot posture and idle motion affect emotional contagion during
human-robot interactions, highlighting the importance of affective design in user
perception. The EBOv2 redesign incorporates these advanced interaction capa-
bilities at the hardware level, combined with the CORTEX architecture agents
[6], ensuring that this robot can meet the diverse emotional and cognitive needs
of older adults in various therapeutic settings.

3 EBO: a social robot for therapy with older adults

This section provides a comprehensive overview of the EBO platform, a social-
care robot designed by the RoboLab research group at the University of Ex-
tremadura. It builds upon its predecessor, the LearnBot, which was initially
developed by the same group in 2005 and serves as a foundational model in edu-
cational robotics. The original LearnBot, depicted in Figure la, operates on the
Odroid-C1 hardware platform and has various sensors and actuators. These in-
clude four ultrasonic sensors, a fixed camera, and a differential base, all integral
to its functionality.

Figure 1c presents a schematic diagram alongside various real images of the
EBO robot, showcasing its design and visual characteristics. These images illus-
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trate how the EBO robot displays different emotions on its screen, highlighting
its interactive capabilities.
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Fig. 1: LearnBot and original EBO.

3.1 Hardware components

The original EBO robot was carefully designed on a differential platform, in-
tegrating various devices to facilitate environmental perception and expressive
capabilities. These features include emotional expressions, image displays on
its screen, and physical attributes such as shape, voice modulation, and facial
expressions. To ensure that the robot meets the needs and preferences of its
intended users—older adults and healthcare professionals—their feedback was
actively solicited during the development process. Collaborative meetings and
working sessions were conducted to integrate their valuable insights and prefer-
ences.

To optimize user acceptance, the external structure of the EBO social-care
robot was designed using a prototyping approach. This iterative process enabled
continuous refinement based on user feedback. Consequently, the original EBO
robot features a sleek, visually appealing design, as shown in Figure 1, where its
plastic shape is highlighted. With a diameter of less than 15 cm and a weight of
under one kilogram, the EBO robot is compact and lightweight, enhancing its
portability and usability.

The EBO robot incorporated hardware components in its original version,
specifically focused on therapeutic applications with older adults.
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3.2 Software Components: CORTEX architecture

The EBO robot’s control software comprises several integral agents that enhance
its functionality and interaction capabilities. These software elements manage
the physical devices, generate emotional expressions, facilitate human-robot in-
teraction, and display visual information on the robot’s screen. In its original
version, EBO uses the CORTEX cognitive architecture [6].

— The Nawvigation agent regulates the robot’s forward and rotational move-
ments. It processes commands corresponding to different emotions, allowing
the robot to display unique movement patterns that reflect each emotional
state. This feature enhances the robot’s expressiveness and enables it to
adapt its behavior during therapy sessions.

— The Laser agent interprets data from the laser sensors to detect potential
obstacles and ensure safe navigation. The robot can move safely and reliably
by continuously monitoring its environment, fostering a secure interaction
setting.

— The RGB Camera agent manages the servomotor of the camera and employs
facial detection algorithms to track users’ faces and capture their expressions
during therapy. This capability allows the robot to respond effectively to
users’ emotional cues, promoting a more engaging and personalized experi-
ence.

— The Facial Expression agent is vital for generating the robot’s emotional
expressions. Utilizing various algorithms and models, this component enables
the EBO robot to display basic emotions, enhancing its ability to convey
empathy and form emotional connections with users.

— The HRI (Human-Robot Interaction) agent enables communication between
the EBO robot and its users. It employs Automatic Speech Recognition
(ASR) and Text-to-Speech (TTS) algorithms to facilitate speech-based inter-
actions throughout therapy sessions, improving the robot’s communication
capabilities and ensuring appropriate audio responses.

Upon activation, the EBO robot establishes a local WiFi network that con-
nects it with other interaction components. While designed for autonomous op-
eration, the robot supports teleoperation via an intuitive interface. The EboTalk
tool implements a predefined protocol to ensure seamless communication, but
it is crucial that the dialogue flow can be modified during supervision. The in-
terface must also support the transmission of emotions and subtle movements,
enriching the dialogue with emotional elements.

4 EBOvV2: a redesign of a social robot

The redesign of EBOv2 aims to enhance the functionality, usability, and user
experience of the original EBO robot. This new iteration addresses today’s needs
by incorporating advanced hardware components and a user-friendly design.
The goal is to create a more effective and versatile robot that can be widely
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used in occupational therapy, assistance for older adults, and management of
neurodegenerative diseases.

The development process of EBOv2 involved two co-creation sessions with
both engineers and occupational therapists from the research team as well as
various senior centers. These sessions were pivotal in identifying key require-
ments and ensuring the robot’s design met the specific needs of its intended
users. The engineers focused on integrating state-of-the-art hardware, while the
occupational therapists provided their expertise on the practical applications of
the robot and the interaction needs required for it.

EBOv2 was presented in workshops with older adults and occupational ther-
apists to refine the design further!. These sessions provided feedback on the
robot’s appearance, functionality, and overall user experience. Participants in-
teracted with various prototypes and provided their opinions on the physical
design, including the casings’ shape, size, and aesthetic appeal.

These workshops and co-creation stages revealed preferences and sugges-
tions from the end-users, which were then incorporated into the final design.
The feedback highlighted several key aspects: the importance of a compact and
lightweight form factor, a larger high-resolution screen to display emotions better
and facilitate interaction, enhanced microphones and speakers to improve com-
munication and interaction quality, and the need for a user-friendly interface
that older adults could easily navigate, preferably through voice commands.

4.1 Hardware components

This section will define four types of elements: controller, actuators, sensors, and
power supply, which are described below.

Controller EBOv2 has an Jetson Xavier NX as a controller due to its Al and
machine learning capabilities and energy efficiency, essential for real-time image
processing, emotion detection, and extended operational time. Its GPIO ports
provide flexibility for integrating various sensors and actuators, facilitating seam-
less communication between components. Additionally, the robust development
ecosystem from NVIDIA supports rapid implementation and optimization of Al
applications. The scalable architecture of the Jetson Xavier NX allows for future
upgrades, ensuring the long-term viability and adaptability of the EBOv2 robot.

Actuators Among the actuators that will enable human-robot interaction are:

— The differential wheels ensure smooth and fluid movement of the robot.

— LED lights, model WS2812B, this type of LED allows for individual RGB
interaction, enabling the display of complex and dynamic patterns or inter-
actions to express emotions or actions.

! Generacién Silver: Avances en Robotica Asistencial e Inteligencia Artificial, Caceres,

Spain, may-2024
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— T7-inch touch screen with speaker, the increased screen size facilitates viewing
items or substitutes in case of hearing difficulties, adding the complement of

touch interaction.

Sensors The sensors for observing the external word are:

— Lidar VL6180X, with 5-200 millimeters, this sensor helps the robot avoid

obstacles.

— RGB sensor TCS34725, located at the bottom of the robot, to carry out ex-
ercises in educational robotics, such as line following or color differentiation.
— RGB camera with 130 degrees FOV on the front, to human and object

recognition.
— Microphone omnidirectional array XVF-3000 to speech recognition.

Power supply The electrical requirements for EBOv2 include ensuring an ef-
fective autonomy of at least 4 hours and powering the hardware elements of the
robot, which have an average consumption of 35W and a peak consumption of
up to 60W. To meet these demands, the system is equipped with one 5V power
bus for the LEDs and one 9V power bus for the motors and the controller, as
the controller operates within a range of 9-19V. The controller’s power supply is
connected to the 9V source, reducing material costs and saving space. Consid-
ering these requirements, the following components have been selected to fulfill

these needs:

— 144 Watts, 24 volts Li-ion battery. This battery provides the necessary power

for the robot’s operations.

— 5 Amperes fuse to ensure safety by protecting the electrical components from

overcurrent.

— Converter 24 volts to 9 volts and 5 volts to adapt the voltage from the

battery to the required levels for different robot components.

This ensures that the electrical demands are met and allows for the implemen-

tation of modern systems without concerns about the power supply.
Appendix A shows the electrical schematic developed for this purpose.

4.2 Software Components

The software components of the EBOv2 robot remain largely unchanged, as the
existing software developed for the CORTEX architecture is fully compatible
with this new version. This continuity ensures that all previously developed
functionalities and interaction capabilities are preserved and optimized for the

EBOv2 platform.

4.3 Body Design

The design philosophy of EBOv2 focuses on creating a functional and emotion-
ally engaging robot. The robot’s appearance is crucial in its acceptance and
effectiveness, particularly in therapeutic and educational settings. The body de-

sign process incorporates several key elements to achieve this balance:
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Prototyping Process Initially, rapid prototyping was conducted to explore
and refine key concepts for the robot’s body design. This phase involved cre-
ating multiple prototype versions to visualize different design ideas and assess
their feasibility. As shown in Fig. 2, the initial prototypes (Fig. 2a) facilitated
the iterative process of experimenting with various shapes and forms. Feedback
from these iterations gathered through co-creation sessions with engineers, oc-
cupational therapists, and older adults was instrumental in refining the design.
The final prototype (Fig. 2b) was selected based on its adherence to the origi-
nal design’s friendly and approachable appearance, aesthetic suitability, ease of
use, and overall user acceptance. This collaborative and iterative design process
ensured that the EBOv2 met technical specifications and addressed its intended
users’ practical needs and preferences.

/I
(a) Shapes Iteration (b) Final prototype

Fig. 2: Prototypical versions of the new EBO design

Figure 3 shows two versions of the new EBO robot from different views.
These two versions have been evaluated in the Results section.

Fig. 3: Possible final versions of EBOv2 design
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5 Evualuating the EBOv2 social robot

The final design was chosen based on its ability to meet all necessary design
requirements while closely adhering to the structure of the original EBO robot.
This version ensures that the new EBO remains recognizable and retains the
qualities that made the original design successful.

In this phase of the design process, we sought to validate the new design by
surveying occupational therapists. Forty occupational therapists working with
older adults were selected for the survey. A Likert-type questionnaire encom-
passed various aspects such as the robot’s general appearance, shape, color, and
usability in their therapies. The results are presented in Figures 4 and 5.

Histogram of Overall Suitability Ratings for EBOv2
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The survey analysis indicated strong therapist validation, as shown in Figure
4. Therapists particularly appreciated the robot’s familiar and approachable de-
sign, essential for user acceptance. Additionally, specific points for improvement
were highlighted, as shown in Figure 5, providing valuable insights for further re-
finement of the robot. This feedback underscores the importance of user-centered
design and continuous iteration to ensure the robot meets its users’ practical
needs and preferences.

Therapists’ evaluations of specific aspects of the EBOv2 design showed that
while the general appearance, shape, and sense of security were positively re-
ceived, the chosen color received neutral feedback.

5.1 Comparison

The evolution of the EBO robot, as illustrated in Table 1, highlights significant
advancements in technology and design from the original LearnBot to the new
EBOv2.

Aspect LearnBot EBO Original EBOv2
Controller Odroid-C1 Raspberry P13 Jetson Xavier NX
Sensors T ultrasonic sensors |4 single-point LIDAR and Microphone|10 single-pomt LIDAR and Microphone Array]
Movement Differential base Differential base Differential base
Vision Fixed camera Mobile camera Fixed wide-angle camera
HRI Movement Movement, sound and 3" screen | Movement, sound, 7" screen and LED lights
P ing Interface Robocomp Robocomp and LearnBlock Robocomp and LearnBlock
i Support No RCIS Webots with Robocomp framework
Materials and 3D printed using PLA 3D printed using PLA 3D printed using Recicled PLA

Table 1: Comparison between LearnBot, EBO Original, and New EBO

One of the most notable upgrades is in the controller. The transition from the
Odroid-C1 in LearnBot to the Raspberry PI 3 in the original EBO and finally to
the Jetson Xavier NX in EBOv2 reflects a substantial increase in computational
power and capabilities. This progression allows EBOv2 to perform more complex
tasks, including advanced AI and machine-learning applications for human-robot
interaction during therapies.

In terms of sensory capabilities, EBOv2 demonstrates a marked improve-
ment. The original LearnBot’s reliance on four ultrasonic sensors has been re-
placed by a more sophisticated array of sensors in the later models. The original
EBO incorporated four single-point LiDAR sensors and a microphone, while
EBOV2 features an enhanced setup with ten single-point LiDAR sensors and a
microphone array. This significant upgrade enhances the robot’s environmental
perception and interaction quality, making it more adept at navigating complex
environments and understanding auditory cues.

Furthermore, the human-robot interaction capabilities have been expanded.
While the LearnBot was limited to basic movement, the original EBO included
movement, sound, and a 3" screen; the EBOv2 included a 7" screen, and LED
lights on the bottom of the robot. These additions significantly enhance the
robot’s ability to convey emotions and information, providing a richer, more
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engaging user experience. Additionally, EBOv2’s vision system now includes a
fixed wide-angle camera, improving its ability to capture and process visual

information compared to the mobile camera of the original EBO.

The programming interface and simulation support have also seen advance-
ments. The consistent use of Robocomp and LearnBlock provides a robust plat-
form for developing and testing new applications. However, transitioning from
RCIS to Webots with the Robocomp framework for simulation support in EBOv2
offers more advanced and realistic simulation capabilities, facilitating better

preparation and testing of the robot’s functions before deployment.

Finally, EBOv2’s commitment to sustainability is reflected in its use of re-
cycled PLA for 3D printing, compared to the PLA used in earlier models. This
reduces environmental impact and aligns with growing trends in eco-friendly

manufacturing practices.

6 Conclusions

In this work, we have explored the iterative design process of the EBO robot,
highlighting its evolution from the LearnBot to the original EBO and finally to
the new EBOv2. Our primary objective was to maintain the core principles and
design features that contributed to the success of the original EBO while incor-
porating necessary advancements to meet current user needs and technological

standards.

The process began with rapid prototyping to visualize and assess various de-
sign ideas. This phase allowed us to quickly iterate and refine the robot’s body
design, ensuring it remained friendly and approachable. By engaging occupa-
tional therapists in the evaluation process, we obtained valuable feedback on the
design’s applicability and effectiveness within its intended deployment context.
The feedback validated the new design while pointing out improvement areas

and guiding our final adjustments.

Through the comprehensive comparison of LearnBot, the original EBO, and
the new EBOv2, we demonstrated significant improvements in hardware, pro-
gramming interface, simulation support, and HRI. EBOv2 not only builds upon
the strengths of its predecessors but also introduces enhanced accessibility and
aesthetic features, which are crucial for its role as a socially intelligent robot.
In this way, EBOv2 represents a balanced blend of innovation and tradition.
It respects the validated design of its predecessor while addressing modern re-
quirements and user expectations. This thoughtful evolution ensures that EBO
continues to be an effective and engaging tool in educational and therapeutic
settings, fostering positive human-robot interactions and enhancing the overall

user experience .

The successful integration of feedback and iterative design has resulted in a
functional, practical, appealing, user-friendly robot. As we continue to develop
and refine social robots like EBO, the insights gained from this project will
inform future innovations and contribute to the growing field of human-robot

interaction.
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Abstract. The growing population of older adults necessitates effective
cognitive therapies. Social robots have potential as therapeutic tools, pro-
viding companionship, entertainment, and support. Traditional methods
for cognitive engagement need more in terms of personalization and in-
teraction. This paper presents the development of a system using the
social robot EBO for interactive cognitive games and therapies, leverag-
ing Large Language Models (LLMs). The system integrates the narrative
generation via Llama on the CORTEX architecture, user response cap-
ture with Whisper, and narration through the MeloTTS engine. Tailored
for older adults with mild to moderate cognitive impairment, it personal-
izes interactions based on individual interests, preferences, and cognitive
levels. The therapist-in-the-loop approach allows the therapist to partic-
ipate in the initial game configuration. The system conducts the therapy
sessions autonomously, providing a final summary for analysis. This per-
sonalized therapy aims to enhance user experience and maximize the
therapeutic utility of the system in promoting cognitive and emotional
well-being within this demographic group. We evaluated various open-
source LLMs and demonstrated their potential effectiveness through a
pilot study, showcasing enhanced user experience. This approach could
significantly enhance therapies for older adults using social robots as
interactive tools.

Keywords: Social robots - Cognitive therapies - Older adults care.

1 Introduction

As the global population ages, the prevalence of cognitive impairments among
older adults continues to rise, posing significant challenges for healthcare systems
worldwide. Cognitive impairments, which range from mild cognitive decline to
severe dementia, impact millions of elderly adults, reducing their quality of life
and increasing the burden on caregivers and healthcare providers. Addressing
these challenges requires innovative approaches that leverage technological ad-
vancements to provide effective, personalized, and scalable cognitive therapies.
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Social robots have emerged as promising tools in cognitive therapy for older
adults. These robots, designed to interact socially with humans, offer compan-
ionship, entertainment, and therapeutic support [10]. They can play a crucial
role in cognitive engagement through various activities, including interactive
storytelling, memory games, and other cognitive exercises. However, traditional
methods of cognitive engagement often fall short in terms of personalization
and interaction, which are critical for maintaining the interest and motivation
of users with cognitive impairments.

This paper presents the development of an advanced system utilizing the
social robot EBO for delivering interactive cognitive games and therapies. EBO,
originally designed to promote computational thinking in educational settings,
has been significantly upgraded to meet the current needs of cognitive therapy.
This includes the integration of the CORTEX architecture [5], a robust cognitive
framework that supports the deployment of various Al agents to enhance the
robot’s interactive capabilities. Our system employs Large Language Models
(LLMs) such as Llama [12] for generating engaging narratives and interactions.
Additionally, it incorporates Whisper [9] for capturing and transcribing user
responses and the MeloTTS engine |14] for synthesizing natural-sounding speech.
These technologies enable EBO to deliver personalized and adaptive cognitive
therapies tailored to the individual interests, preferences, and cognitive levels of
older adults with mild to moderate cognitive impairments.

A key feature of our approach is the "therapist-in-the-loop" methodology.
This involves the therapist in the initial configuration of the cognitive games and
therapies, ensuring that the activities are aligned with each user’s specific needs
and capabilities. Once configured, the system operates autonomously, conducting
therapy sessions and providing a comprehensive summary of the interactions for
further analysis by the therapist. This approach enhances the therapy’s personal-
ization and maximizes its therapeutic utility by allowing continuous adaptation
and improvement based on user feedback and performance.

The primary aim of this system is to enhance user experience and promote
cognitive and emotional well-being within the target demographic group. By
leveraging advanced Al technologies and a user-centered design, we aim to pro-
vide a solution that is both effective and enjoyable for older adults, helping to
mitigate the effects of cognitive decline and improve their overall quality of life.

In this paper, we will detail the development and implementation of the EBO-
based system, discussing its architecture, functionalities, and the specific Al
techniques employed. We will also present the results of evaluating different LLM
models and a pilot study conducted with testers and caregivers, demonstrating
the system’s effectiveness and potential as a therapeutic tool.

2 Related works

The utilization of social robots in cognitive therapy for the elderly has gained
significant attention in recent years due to the increasing prevalence of cognitive
impairments among older adults. Social robots have been developed to provide
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mental support, companionship, and cognitive stimulation to elderly individu-
als, particularly those with dementia. For instance, robots like Paro and other
interactive devices have demonstrated effectiveness in enhancing the emotional
well-being of elderly patients through social interaction and cognitive engage-
ment. These robots can support various therapeutic activities, such as memory
games and storytelling, which are crucial for maintaining cognitive functions.
However, challenges remain in customizing these interactions to cater to the
individual needs of users, as traditional approaches often lack the necessary per-
sonalization and adaptability required for diverse cognitive impairments [11].
Additionally, studies have shown that social robots can reduce stress and im-
prove social interaction among elderly individuals [1]. Novel robots like Rassle
have been developed to engage elderly users through touch-based interactions,
improving their quality of life [15]. Another study highlights the differential ef-
ficacy of social robots based on various neuropsychiatric profiles, demonstrating

significant improvements in emotional well-being [3].

Automatic Speech Recognition (ASR) and Text-to-Speech (TTS) technolo-
gies significantly impact the effectiveness of interactions between social robots
and elderly users. ASR enables robots to understand and respond to spoken
language, making interactions more intuitive and user-friendly. On the other
hand, TTS allows robots to communicate naturally with users by generating
human-like speech. Studies have shown that integrating ASR and TTS tech-
nologies into social robots enhances their ability to engage elderly individuals by
providing clear, understandable, and interactive communication. This integra-
tion helps reducing the cognitive load on users, facilitates smoother interactions,
and makes the therapeutic experience more engaging and effective |7]. Moreover,
using TTS with emotional recognition capabilities allows robots to adapt their
responses based on the user’s emotional state, enhancing the overall interaction
quality [4]. While there are challenges in ensuring the naturalness and accuracy
of ASR and TTS technologies, advancements in these areas continue to improve

the effectiveness of social robots in therapeutic settings.

Comprehensive systems that combine ASR, TTS, and Large Language Mod-
els (LLMs) are emerging as powerful tools in cognitive therapy for the elderly.
These integrated systems leverage advanced Al to provide personalized and
adaptive interactions, offering a more tailored therapeutic experience. For exam-
ple, combining ASR, T'TS, and LLMs such as GPT-3 enables robots to generate
meaningful and contextually relevant responses, enhancing engagement and cog-
nitive stimulation. Such systems have been shown to maintain user interest over
extended periods and provide more effective cognitive engagement than tra-
ditional methods. These advancements address limitations in previous robotic
systems, which often struggled with maintaining long-term engagement due to
repetitive interactions [13]|. Additionally, personalized cognitive stimulation pro-
grams that leverage Al have been proven to maintain normal cognitive func-
tioning and delay cognitive decline, demonstrating the potential of Al-enhanced

therapy [6].



34

Narrative games (_)

)
S0 = By scenario i
— > L s ) (prompt)

description

MeloTTS

scenario i
(response)

=
Therapist GUI

Working Memory
Cortex

Fig. 1. Overview of the proposal described in this paper.

The EBO-based system presented in this paper represents a significant ad-
vancement in integrating these technologies for cognitive therapy. EBO can de-
liver highly personalized and adaptive cognitive therapies by incorporating the
CORTEX cognitive architecture and utilizing LLMs like Llama and advanced
ASR and TTS systems. The "therapist-in-the-loop" methodology ensures that
the therapy is tailored to the specific needs of each user, enhancing its effective-
ness and user satisfaction. This approach addresses traditional methods’ limita-
tions and sets a new standard for deploying social robots in cognitive therapy.
Integrating these technologies allows EBO to provide a more dynamic and en-
gaging therapeutic experience, potentially improving older adults’ cognitive and
emotional well-being with mild to moderate cognitive impairments [2|. Further-
more, Al-driven personalization in therapeutic programs, such as physical exer-
cise for elderly patients with cancer, has shown significant benefits, highlighting
the importance of tailored interventions |[8].

3 Self-adaptive Cognitive Therapies with EBO Robot

The system presented in this paper integrates new human-robot interaction ca-
pabilities into the Cortex architecture that autonomously adapts therapy to older
adults. This section provides a detailed overview of the system’s architecture,
functionalities, and Al techniques to enhance user engagement and therapeutic
effectiveness. Fig. 1 shows a general schematic of the proposed system. First,
the occupational therapist selects the type of game that will be developed in the
therapy session. Next, the initial game prompt is generated and played through
the TTS using the personalized data for each user. At this point, the iteration
between the user and the robot begins and continues until the end of the session.
During this process, MeloTTS, Whisper, and Llama capture data and update the
robot’s knowledge through the Cortex architecture. Once the game is completed,
the therapist receives feedback from the session.
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Fig. 2. The EBO social robot and some of the facial expressions.

3.1 System Architecture

The proposal is based on the Cortex cognitive architecture [5]. This architecture
is based on a shared Working Memory (WM) representing the EBO robot’s
knowledge about the world. Different software agents access this WM to update
or use this data to infer new knowledge. Thus, the main components of our
system include the EBO robot hardware, the CORTEX cognitive architecture,
and several Al-based agents for speech recognition, natural language processing,
and adaptive interaction.

a) EBO robotic platform. EBO is a social robot designed in RoboLab, Uni-
versity of Extremadura. It is equipped with sensors, cameras, and actuators to
interact with users dynamically and responsively. Its design incorporates ex-
pressive features to enhance social interaction and engagement. This ability to
express emotions has proven highly beneficial in cognitive therapy with older
adults, making a significant difference when our system is implemented in a
robot, leading to more engaging interactions [10]. In this same study, we found
that it has been very well received, having been tested with real users who pro-
vided positive evaluations and expressed a strong desire to engage with it.

Regarding the hardware, a co-creation methodology was employed to design
the external form, resulting in a plastic casing with a diameter of less than 15
cm and a weight of under one kilogram to optimize user acceptance. The EBO
robot’s components include:

— A Raspberry Pi 3B+ that manages the control system for other hardware
elements.

— A speaker and microphone for user interaction.

— A camera to capture visual data.

— A display screen to show images, such as emotional expressions.

— Laser sensors that provide distance measurements from surrounding objects.
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b) Cortex architecture: Integrating AI Agents for Enhanced Adaptive
Interaction. The CORTEX cognitive architecture offers a structured approach
for designing, modularizing, and representing robotic activities and data [5].
Within this architecture, agents are tasked with specific roles and collaborate by
utilizing a Working Memory. This WM holds the robot’s knowledge, which can
be predefined, derived from sensor inputs, or generated through agent actions.
The WM is organized as a directed graph, where vertices represent metric or
symbolic information and edges denote geometric or logical relationships. In
this graph, vertices (or nodes) symbolize ontology concepts, while edges define
their connections.

Using the CORTEX architecture, agents can share information and coor-
dinate their actions to facilitate self-adaptive human-robot interaction during
therapy sessions. Fig. 3 illustrates the CORTEX instance employed in this study.
This working memory holds data from various agents, each contributing to the
system’s overall functionality and interaction capabilities. The agents include:

— Automatic Speech Recognition (ASR) Agent: This new agent accurately
captures and interprets spoken language from users, which enables natural
and fluid interactions between the user and our robot. In our proposal, the
ASR agent uses Whisper, developed by OpenAl [9]. Whisper is an ASR
system trained on 680,000 hours of multilingual and multitasking supervised
data collected from the web.

— Text-to-Speech (TTS) Agent: The TTS Module synthesizes natural-sounding

speech, enabling the robot to communicate effectively and empathetically
with users. This capability is achieved by incorporating the MeloTTS tech-
nology [14]. MeloTTS, developed by MyShell.ai, is a text-to-speech library
that converts written text into natural, fluent speech across several lan-
guages. Its primary feature is the generation of highly natural and expressive
voices using deep learning techniques.
The MeloTTS system operates through four main stages: first, the input
text is processed to extract linguistic structures. Next, intermediate acoustic
features representing the speech are generated. These features are then used
to synthesize the final audio waveform. This architecture enables real-time
synthesis on CPUs without requiring GPUs, ensuring efficient and high-
quality speech output.

— Dialogue manager Agent: This agent, powered by Large Language Models
(LLMs), generates meaningful and contextually appropriate responses during
interactions. This enhances the robot’s ability to engage users in therapeutic
conversations and activities. In our proposal, we used a Llama developed
by Meta [12] as our LLM and tested it with different models to adjust the
conversations and games developed.

— Player and Game Data Integration (therapist-in-the-loop): This agent in-
cludes data relating to the older adult (player) and the selected game base,
all through a user application specifically designed for the occupational ther-
apist. This data ensures that the game interactions are tailored to the specific
user, considering their cognitive abilities and personal preferences.
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Fig. 3. The CORTEX architecture and the set of agents used in this proposal.

— Prompt Generator Agent: The working memory’s data allows for the gen-
eration of personalized dialogs through the Prompt Generator Agent. This
agent synthesizes the information from all sources (including the environ-
ment and the user’s state) to create prompts for the LLM Agent that guide
the interaction, ensuring it is engaging and suitable for the user’s cognitive
level.

These agents must be interconnected precisely, where CORTEX plays a cru-
cial role. By reading real-time information from the graph, CORTEX facilitates
this interconnection. Each agent will have a node with different attributes that
change as the system operates. Other agents will detect changes in these at-
tributes to determine when to act. The Working Memory is described in Fig. 4,
where nodes and their associated attributes are detailed.

Interconnection of Agents to Ensure System Functionality The inter-
connection of the agents is designed to facilitate seamless communication and
operation within the AI module system. Table 1 outlines the processes involved
in this interconnection, illustrated in Fig. 5.

This structured interconnection ensures continuous and efficient agent inter-
action, enabling the system to function smoothly throughout the game.

4 Interactive Cognitive Games and Therapies:
therapist-in-the-loop

The system features cognitive games designed to enhance memory, attention,
and problem-solving skills, through interactive storytelling, task memorization,
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string: "to say"; defines the text to be spoken

ASR \
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string: "out"; stores the response text generated
by the LLM
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Fig. 4. The Working Memory defined in our use case. The CORTEX architecture
implements three main nodes for interconnecting the ASR, TTS, and LLM agents.

and puzzles. Tailored to individual cognitive levels and interests, these games
offer personalized and engaging experiences. Occupational therapists play a key
role by inputting user data, selecting games, adjusting difficulty, and providing
feedback. They can also alter the game flow via an interface connected to the
Working Memory using a designated agent.

This paper details the implementation of three games focusing on verbal
training for Activities of Daily Living (ADLs), which are critical for maintaining
and enhancing the independence of older adults. ADLs refer to the essential daily
tasks necessary for individuals to live autonomously and fulfill basic needs.

Game 1: ADLs Sequences This activity aims for the participant to correctly
sort the steps of a basic ADL that EBO will present in an unsorted sequence.
EBO will begin by announcing the activity and then randomly providing the
steps. The participant’s task is to verbally sort these steps correctly, ensuring
they reflect the proper sequence for the activity. EBO will evaluate the answer
and provide feedback to determine if the response is correct. Table 2 presents
the initial prompt and the commencement of the game.

Game 2: True or False of ADLs The game aims for the participant to
identify whether the statements related to basic daily life activities provided
by EBO are true or false, reinforcing their knowledge and understanding of
these activities. EBO will present a series of statements about various basic
daily life activities, and the participant must determine if each statement is true
or false. This exercise tests their comprehension and helps them retain critical
information about daily living tasks. Each game will consist of five questions,
with the correct answers recorded for further analysis and feedback. Table 3
shows this game’s initial prompt and the first user’s interactions.
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Process Description
Initialization and Response Gener-
ation

— The LLM agent receives the initial prompt from the Game
agent and stores it in the LLM ’in’ attribute.

— The LLM agent then gencrates a response to initiate the
game, storing this response in the LLM ’out’ attribute.

TTS Processing

— The TTS agent monitors the LLM ’out’ attribute. Upon de-
tecting a change, the TTS ’to say’ attribute is updated with
the new response.

— The TTS agent is programmed to add the string from TTS
’to say’ to the playlist upon detecting this update.

— Once the message finishes playing, the TTS agent sets the
ASR ’listening’ attribute to True.

ASR Processing

— The ASR agent begins listening when it detects that the ASR
’listening’ attribute is activated.

— After capturing the spoken input and detecting silence, the
ASR agent updates the ASR ‘text’ attribute with the tran-
scribed string.

Loop and Continuation

— The LLM agent re-enters the process by detecting the change
in the ASR ’text’ attribute.

— The LLM agent updates the LLM ’in’ attribute with the
newly transcribed text from the ASR agent.

— The system then reverts to the beginning of the loop, where
the LLM agent generates a new response based on the up-
dated prompt, continuing this cycle until the game concludes.

Table 1. Overview of the EBO Robot’s Interactive System Processes

Game 3: The Shopping The game aims for the participant to identify the
item that should not be present from a list of ingredients required to achieve a
specific goal. Once correctly identified, they must calculate the total cost of the
purchase in euros. This aids in improving planning, money management, and
mathematical skills. EBO will start by announcing the meal to be prepared, and
the participant will select the unnecessary item. Once all ingredients are chosen,
EBO provides their prices in euros. With this information, the participant cal-
culates the total cost of the purchase. Upon completion, EBO assesses the list
and the calculation and offers its opinion to the participant. Table 4 shows the
initial question and the start of this game

5 Experimental results and discussion

5.1 Comparison of the different LLM mo dels evaluated

In this subsection, we will analyze the different LLM models we have tested,
with the help of professional occupational therapists working in the group, to
determine which one best meets our needs. Our evaluation will focus on each
model’s ability to generate engaging and effective games. By comparing their
performance, we aim to identify and implement the model that best enhances
our system and user experience.

To analyze and compare the different models studied, we focused on asking
them to generate a single game: the sequences of daily life activities. Specifically,
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of the AI agents

[ Example of the narrative game

Scene 1

Maria, you're in the kitchen. You want to

What is the first step?”

Well chosen. Let's go to the next
step. I will remind you of the
remaining steps:

1. Take the orange from the fridge
2. Cut fruits

3. Sitat the table and drink

4. Use the juicer

Fig. 6. The figure illustrates the cognitive therapy process with the EBO robot, show-

ing the initial prompt of the game-generating agent along with the development of the
game that leverages ASR/TTS or working memory.
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Initialization prompt I want you to play with me. You must present a scrambled
sequence of steps to reach the goal that I indicate. I'll respond
one by one. You tell me if it’s correct or not. If it’s correct, we
continue. If it’s wrong, we start over. I'll provide key data in
JSON format. Customize the game based on that data. Don’t tell
me anything now. Just start the game

ambled sequence

LLM response Welcome to the game, Marial Here’s your first s
ps to prepare orange juice. Add sugar to taste. Cut the

oranges in half. Wash the oranges. Squeeze the juice from the
oranges. Pour the juice into a glass. What’s your first move?"

First user intervention Add sugar

Game continuation Sorry, that’s not the correct next step. Let’s start over. Here’s the
scrambled sequence again: ...

Table 2. Initial prompt and fist interactions of the game designed for the ADLs se-
quences

Initialization prompt I want you to play with me. You have to present me with a
question related to a daily life activity that gets me to the goal I
present. I'll respond true or false. You tell me if it’s correct or
not. If correct, we continue. If wrong, we start over. I'll provide
you with the most important data in JSON format. Personalize
the game according to that data. Don’t tell me anything now.
Just start the game.

LLM response Marfa. Let’s start the "ADL True or False" game by preparing
orange juice in the kitchen with your sister Anal Question 1:
First, do you need to select ripe oranges from the fridge?
True or false?

First user intervention True

Game continuation Step 2: Great! Let’s move on. Then, do you wash the oranges
under the faucet? True or False?

Table 3. Table presenting the game designed for the True or False game of ADLs

we asked the LLM models to generate a 5-step sequence, and we tested this with
three different models. The model parameters have been carefully selected to
ensure the most appropriate and accurate outputs possible.

The three models under study are:

Llama 3

It’ll be used Meta-Llama-3-8B-Instruct, a fine-tuned version specialized for
instructional text generation, that will be executed on one of the two A100 80GB
GPUs available in a rack server. The following key parameters are configured:

— temperature=0.6: is applied during text generation to control the random-
ness and ensure conservative outputs.

— top_p=0.9: Top-p probability is used for sampling, allowing for diverse out-
puts while maintaining coherence.

— maz_gen_len=None: refers to the maximum generation length, meaning
there is no explicit limit on the length of generated sequences.

The tokenizer.model is used to tokenize the input text into a format that
the model can understand. It contains the vocabulary and rules necessary for
converting raw text into numerical inputs that the model can process.
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Initialization prompt I want you to play with me. You have to present me with a
shopping list to achieve the goal I indicate, with one false item. I
have to find the false item. You tell me if it’s correct or not. If
correct, we continue, and you give me the prices in euros so I can
calculate the total. If wrong, we start over. I'll provide you with
the most important data in JSON format. Customize the game
according to those data. Don’t tell me anything now. Just start
the game.

LLM response Welcome, Marfal We're about to start our shopping game. Your
goal is to prepare orange juice. Here’s your first shopping list:
Oranges Sugar Ice Lettuce Lemons Can you identify the false

item?"

First user intervention Lemons

Game continuation Correct! Lemons don’t belong in orange juice. Well done! Now, let
me provide you with the prices in euros for the items on your list:

Oranges - €2.50 Sugar - €1.20 Ice - €0.80 Lettuce - €1.00 Please
calculate the total.

Table 4. Table presenting the game designed for The Shopping game

ChatQA-1.5-8B-Q8 0.gguf

It has been downloaded from Huggingface repository and loaded using Lla-
maCpp. During the conversation, a prompt template defines the structure of
interactions, enabling seamless communication between the user and the Al as-
sistant.

The model is triggered with user responses to generate coherent and relevant
answers. As part of the setup, a specified embeddings model is initialized, re-
sponsible for converting text inputs into numerical representations. Additionally,
the conversation history is managed using Chroma DB, which stores text em-
beddings for efficient retrieval and context maintenance. This testing has been
conducted on a local computer. The system is equipped with 32.0 GiB of RAM,
an Intel®) Core™ i7-6800K CPU operating at 3.40 GHz with 12 cores, and an
NVIDIA GeForce GTX 1080 Ti graphics card.

GPT-3.5

The last one, not directly implemented in the system, was GPT-3.5. The
same prompt was tested in this model to compare the performance of the Llama
models with this one. The file size of GPT-3.5 is estimated to be around 350 GB.
This LLM is capable of understanding and generating text coherently and natu-
rally. The obtained results are analyzed in the Table 5. The therapeutic aspects
analyzed in this study include adaptability, quality of feedback, personalization
of dialogue, continuity of discourse, and data recording.

Based on these results, we have decided to conduct tests using GPT-3.5 to
assess user acceptance. Positive user acceptance would confirm the effectiveness
of our approach, justifying further efforts towards the autonomous integration of
large language models (LLMs) into the system. Future autonomous implementa-
tion may utilize Llama A100, which has also yielded promising results, although
its limited memory capacity has currently prevented its deployment.

5.2 Evaluation of the System with Real Users

We tested our complete system with 10 volunteers from our research group using
a Likert-scale questionnaire to evaluate various aspects of functionality and per-
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Model Response Time|Dialogue analysis
(seconds)
Llama 3 14.3 This model fully adapts to the participant’s level of cogni-

tive impairment by tailoring the dialogue accordingly, but
its effectiveness could not be correctly assessed due to a
lack of memory. Despite this limitation, it demonstrates
significant personalization by addressing the participant
by name and gend,

sults in no continuity of discourse. It features good data
recording capabilities, enabling subsequent evaluation of
the therapy administered.

or. However, the absence of memory re-

ChatQA-1.5-8B-Q8_ 0.gguf [33.2

This model does not adapt to the participant’s level of cog-
nitive impairment, resulting in poor feedback and easily
lost conversation threads. It shows minimal personaliza-
tion, as it does not address the participant by name. While
there is short-term continuity of discourse, the system fails
to function properly after three to four messages. Despite
these issues, it maintains good data recording capabilities
for the subsequent evaluation of the therapy provided.

GPT-3.5

5.1

This model fully adapts to the participant’s level of cog-
nitive impairment, generating a natural and dynamic con-
versation with good feedback. It demonstrates a high de-
gree of personalization by addressing the participant by
name and gender. The model maintains complete conti-
nuity of discourse, even recalling information from past
interactions. Additionally, it features good data recording
capabilities, allowing for effective subsequent evaluation of
the therapy conducted.

formance. Each participant played a selection of the previously described games
with EBO, utilizing all the agents in the architecture. Following the gameplay,
the survey included questions about user experience, system responsiveness, and
overall satisfaction, providing a comprehensive assessment of the system’s func-
tionality and effectiveness. The summary of the results from the user satisfaction

Table 5. Comparison of the dialogues generated by each model

survey is presented in the Table 6

Question Average value in
the response
(standard
deviation)

How well did you feel in the interaction with EBO? 4.2 (0.63)

Did you find EBO’s instructions and explanations clear and easy to 4.7 (0.48)

understand?

Do you feel that the feedback provided by EBO during the game is 4.1 (0.99)

adequate?

How easy was it to understand and answer EBO’s questions during the 4.7 (0.48)

game?

Did you find the questions appropriate for you? 4.7 (0.67)

Do you think EBO’s language was appropriate? 4.3 (0.82)

Do you think the interaction with EBO could improve your skills and 4.3 (0.67)

functions?

Would you recommend EBO activities and games to others? 4.8 (0.42)

Did you feel that EBO understood all your answers? (Speech recognition) [3.9 (1.1)

The evaluation results of the interaction with EBO indicate a predominantly
positive experience among participants. Most questions received high scores, par-
ticularly those related to the clarity of instructions and ease of understanding,

Table 6. Results of the interaction with EBO



averaging 4.7 with a low standard deviation of 0.48. This reflects strong consis-
tency and overall clarity in EBO’s communication. Additionally, the willingness
to recommend EBO activities scored the highest, with an average of 4.8 and a
standard deviation of 0.42, indicating high user satisfaction. However, the per-
ception of EBO’s understanding of responses was lower, with a score of 3.9 and
a higher standard deviation of 1.1, suggesting variability and potential issues
with voice recognition, especially for male voices. Overall, while EBO interac-
tions are effective and positive, improvements in voice recognition are needed for
a consistently satisfying user experience.

6 Conclusion

In this article, we have delineated the development of a system employing so-
cial robots like EBO for interactive cognitive games and therapies bolstered by
Large Language Models (LLMSs), signifying a promising pathway to address the
cognitive exigencies of the elderly populace. By harnessing narrative generation,
user response capture, and narration capabilities, personalized interactions are
attained and tailored to individual preferences and cognitive capacities. The
"therapist-in-loop" approach ensures a collaborative framework, where thera-
pists contribute to initial configurations and autonomous therapy sessions are
conducted, culminating in comprehensive summaries for subsequent analysis.

This personalized therapeutic approach seeks to heighten user experience
and optimize the therapeutic efficacy of social robots in fostering cognitive and
emotional well-being among older adults. The pilot study conducted with three
different games underscores the potential effectiveness of this approach and indi-
cates a significant stride toward refining cognitive therapies through innovative
technological integration. Thus, the integration of LLMs within social robotics
holds promise in advancing therapeutic interventions for older adults, represent-
ing a pivotal step toward addressing the escalating needs of this demographic
group.
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Abstract. Human-system interaction demands a high level of security,
especially for those systems that work autonomously. In environments
where humans and autonomous systems coexist, safety is crucial because
an autonomous system malfunction can put the human’s physical
integrity at risk. In the same way that an airplane integrates a black
box system to record the relevant data during the flight, autonomous
machines should integrate their own black box system. Implementing a
black box in autonomous systems would help to determine the cause
of incidents and assign responsibility after an unexpected event occurs.
However, there is currently no consensus on a standard for building
black boxes for autonomous physical systems. For this reason, this paper
proposes a standard for defining the information that should be recorded
by an autonomous system black box. The proposed approach combines
this standard with blockchain technology, providing security and tamper-
resistance to ensure the integrity of the black box data.

Keywords: Accountability - Autonomous Systems - Black Box - Blockchain
- Cyber-physical - Standard

1 Introduction

The interaction between humans and autonomous physical systems is becoming
increasingly frequent. An autonomous system must independently and reliably
achieve goals while adhering to rules, laws, and conventions. It relies on
diverse, dynamic, and often imprecise information about its environment, this
information can come from external sources, the robot’s sensors, or a user’s direct
instruction [1]. This situation demands a trustworthy relationship between the
human and the system. Humans develop higher reliability and trust when they
can understand the behavior of the autonomous system [2].

Regulation to certify, explain, and audit autonomous systems is necessary [3].
The European Parliament introduced recommendations on Civil Law Rules on
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Robotics in January 2017 [4]. These recommendations address liability issues
related to the use of robots in public spaces and consider various applications.
While they provide a good starting point for addressing these challenges,
significant legal gaps remain to be resolved. However, ensuring the reliability
of an autonomous system is not an easy task. One of the first steps is to ensure
the ability to collect relevant information generated by the system during its
execution. The process of gathering and analyzing data in order to find the
origin of an action after the execution is called Accountability. A robust
accountability tool not only helps to understand the behavior of the system but
also to track the source of a problem [5]. In an environment where humans and
autonomous systems coexist, this capability will be crucial when an accident
or incident that involves both, humans and systems, takes place. Therefore,
accountability can contribute to the assignment of responsibilities when an
incident occurs.

We can find clear examples of accountability features in the aircraft field.
Planes incorporate two systems called Flight Data Recorder (FDR) and Cockpit
Voice Recorder (CVR) [6]. Both systems are considered as Black Boxes (BB).
Some vehicles also incorporate their own data recorder system, like the Event
Data Recorder (EDR) [7]. This concept is not to be confused with those systems
whose internal behaviors are hidden or difficult to understand, but it is about
storing relevant system data and ensuring its integrity. For this reason, we
propose the following definition for a black box for autonomous cyber-physical
systems:

”A module that securely stores the information generated by the system
during its functioning.”

The information generated during the behavior of an autonomous system is
quite complex. The relevant information that should be stored in the black box
would be the state of the system, decisions made, hardware-related data, logs
generated by the different subsystems, and data for the decision-making process.
At this point, the black box could be used to assign responsibility to a user or a
subsystem, determine the cause of an incident, or generate explanations about
the system’s behavior during a specific situation.

It seems evident that every machine that requires a high-security level due to
its interaction with humans should incorporate a black box-like system. However,
there is no standard agreement regarding the specific information that should
be stored in those black boxes. This lack of an implementation of a standard for
black boxes integrated into autonomous systems is the main motivation for this
work.

Furthermore, it is necessary to highlight that one of the main objectives
of a black box is to determine the origin of an unexpected behavior so that
responsibilities can be assigned. To reach this objective the black box must be
incorruptible to ensure data integrity.

For this reason, one of the keywords used in the proposed definition refers to
information security. Blockchain emerges as an interesting approach to solving
the problem of building a black box system with robust security features.
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Blockchain was born as a technology to realize distributed ledgers and has
recently attracted significant research attention in the field of cybersecurity. This
technology aims to achieve decentralized transaction management, allowing any
node in the network to initiate transactions equally according to established
rules, without the need for third-party management. Transactions in the system
are stored in blocks, which are then linked together in a chain and organized
chronologically. Furthermore, transactions recorded in blocks are immutable and
transparent to all participants [8].

In terms of data integrity, Smart Contracts (SC) serve to guarantee the
fulfillment of a transaction between two parts on a blockchain system. They are
computer programs stored on the blockchain that are automatically executed
when certain conditions are met. SCs can establish rules, like a traditional
contract, and enforce them through the code. Therefore, they provide an
alternative to ensure successful automatic agreements.

Some works show the possibilities of combining blockchain with black box
systems. One example can be found in [9], where the authors propose a black
box with anti-tampered features achieved through blockchain technology. One
of our previous works also explores the potential of this technology to improve
accountability and explainability systems [10]. Integrating blockchain technology
into our black box system allows us to ensure the stored information has not been
tampered since the system generates it.

This paper proposes a definition of a standard for creating a black box for
autonomous systems, capable of storing data securely. In addition, this proposal
has been designed to be agnostic to the middleware used by the different systems.
This research has two main contributions. On the one hand, we propose a
standardization of the information, which is needed for a robust accountability
system. On the other hand, we designed a Blockchain-based Black Box, named
BCubed, a library that uses the mentioned standard and integrates blockchain
technology to ensure the integrity of the black box data.

The rest of the paper is organized as follows. First, Section 2 defines the
standardization of the black box module analyzing the information needed to
be stored. Section 3 details a possible implementation of the standard defined
used blockchain technology to ensure the integrity of the data. Finally, our
contribution and the next steps foreseen are presented in Section 4.

2 Standard

In this section, we will define the standard for information storage. This standard
is targeted at cyber-physical systems that work autonomously. One of the core
ideas of this standard is its applicability to different systems, regardless of the
software they are built on. In this way, we aim to make the standard useful for a
variety of autonomous systems, for example, social robots or autonomous cars.
Two systems that use different protocols and middleware to build their behavior.

For the definition of the standard we have based our research on the efforts of
Winfield et al. in their work [11], in which they propose a standard draft to build
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black boxes oriented to social robotics. Our main contribution to the standard
consists of its combination with blockchain technology to ensure the integrity of
the data stored.

Taking the mentioned draft as the starting point, we have performed
some changes to obtain a more agnostic version and make it compatible with
blockchain.

2.1 Data organization

In the original work, the authors organize data into three types of records:
Meta Data (MD), Data Data (DD), and Robot Data (RD). The records are the
units of data that will be stored in the black box. MD contains basic information
about the robot, DD is used to control the multiple records stored in the black
box and RD corresponds to the information obtained through the robot’s sensors
and actuators.

For our implementation, we propose removing DD, because the integration
of blockchain solves the record control issues, and adding a new type of record
called Overview Data (OD). We also renamed RD to SD (System Data) because
the proposed standard is not only centered on social robots. The new record OD
includes a summary of the information stored during the execution and it will
be added only at the end. Therefore, the final structure of the data will consist
of one MD record at the beginning of the execution session, followed by a series
of SD records, and ending with an OD record written at the end of the execution
session.

Each record is composed of a set of different values called fields. The
structure of the MD, SD, and OD records, and their corresponding values, are
shown in tables 1, 2, and 3 respectively.

The most important change to the original standard is the substitution of
the DD record with the OD record. However, other significant changes were
performed. First of all, we remove the checksum field (chkS) for all records
because the use of blockchain technology ensures the integrity of the record.
Furthermore, all references to robot in field names containing the string “bot”
have been replaced with “sys” in order to create an agnostic system.

In the MD record (Table 1) we remove the date and time fields, ebbD and
ebbT respectively. We add only a field called recT which includes the timestamp
of the record. We also remove the recS field and add two new fields: typR and
fieN. The field that refers to the system operator (opeR in the original and opeS
in the new proposal) has been moved from the MD to the SD. This is because
we assume the operator may change during the execution session.

The SD record (Table 2) has similar modifications. Fields used to control
data (typR, fieN, and recT) have been added. The autB field records whether
the system is operating autonomously or being teleoperated. The sysX field is
of particular interest as it is a user-defined field, which is intended to allow
the storage of data with different purposes. This field may be employed for the
storage of specific data of the autonomous system, including actions, location,
navigation, and so forth, depending on the specific necessities. Alternatively,



Table 1. Structure of Meta Data record. Color red points to the fields removed from
the original standard. Color green points to the fields added in the current research.
Blue color points that a field was moved from one record to another.

Label|Data Requirement
recS |record size, field and chars required
typR |Record Type required
fieN |number of fields in record required
recT |timestamp record written required
ebbD |BB start date record written required
ebbT |BB start time record written required
sysN |system name or identificator required
sysV |system version optional
sysS  |system serial no optional
sysM  |system manufacturer required
opeS |[system operator optional
resP  |name and contact details of responsible person|required
bbnV |black box name and version required
chkS |checksum for complete record required

Table 2. Structure of System Data record. Color red points to the fields removed from
the original standard. Color green points to the fields added in the current research.
Blue color points that a field was moved from one record to another.

Label[Data Requirement
typR  Record Type required
fieN  number of fields in record required
recT timestamp record written required
sysT ‘system time required
opeS system operator optional
autB autonomous flag required
actD |actuator no and demand value |optional
actV |actuator no and actual value optional
batL, |battery level optional
tchS [touch sensor no and value optional
irSe |infrared sensor no and value optional
ifSe  |line following sensor no and value|optional
gyrV |gyro no and value optional
accV |accelerometer no and value optional
tmpV |temperature sensor no and value |optional
micl |microphone no and value optional
camF |camera no and frame grab optional
txtC |text input command optional
txtR |text reply optional
decC system decision code and reason |optional
wifi  |WiF1i status and signal strength |optional
sysX |manufacturer definable field optional
chkS checksum for complete record required
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it may be utilized to store log information for the various subsystems of the
agent. For illustrative purposes, consider the following examples of sysX fields:
{sysX:{01:"My log message"}} or {sysX:{02:"CPU temperature 40°C"}}.
Due to the logs stored in these fields, the decC field is no longer necessary
and has been removed.

Table 3. Structure of Overview Data record. This entire record is a new addition.

Label|Data Requirement
typR |Record Type required
fieN |number of fields in record required
recT |timestamp record written required
bbtS |black box total size required
bbtR |total number of records stored|required

Finally, we create the OD record (Table 3). The purpose of this record is to
work as a footer for the black box, pointing to the end of the session. Some of
the fields of this record, such as bbtS and bbtR, represent a summary of the
information recorded during the execution session.

2.2 Black Box System Design

Taking into account the definition of the standard and the blockchain integration,
we elaborate a theoretical approach to the final black box system. Figure 7?7
shows a diagram that illustrates how the system operates. The process starts
when the autonomous system begins the execution of its behavior, generating
different types of data.

The black box proposed is a complex system with various software modules
that perform different tasks. All of these modules can generate data, which is
relevant to the black box. We have named these modules as subsystems. The
information of all the subsystems together with the hardware-related data are
received as the input of a data curation module, as shown in Figure 1. The data
curation module is responsible for controlling data format before it is processed
by the blockchain.

Inside the black box system, the API module can be found. This module
establishes a channel to exchange data between external agents and the smart
contract. The API can be used for explainability or forensic analysis purposes
since allows an agent to request certain data stored in the black box. Moreover,
the smart contract module is responsible for ensuring the integrity of the data
stored and retrieved.

2.3 System Formalization

In this subsection, we propose a formalization of the previous system. This
formalization combines the data structures defined in the standard with the
blockchain technology into a black box system approximation.
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Fig. 1. Design for the proposal framework. Circles denote software modules.

First of all, a data field (f) has been defined as a tuple of two elements: label
(1) and value (v); as shown in Equation 1, such that [ € L and v € V. The set
of all possible fields is denoted by (F'), and defined in Equation 2.

f={v) (1)

.ﬁeF:{f17f2>“'7f7L}7n€N (2)

In the system defined exist three types of record, which are a subset of fields.
These records are defined as the following types of sets:

1. Meta Data or MD. Denoted by M and defined in Equation 3.
2. System Data or SD. Denoted by D and defined in Equation 4.
3. Overview Data or OD. Denoted by O and defined in Equation 5.

m; € M = {mo,m1,....,mp},n €N (3)
d; GD:do,d17...,d,,L},n€N (4)
0; € 0 =A{00,01,...,0n},n €N (5)

It can be established that these different sets are subsets of F', such M C F,
D C F,and O C F. A record can be of any of the defined types as shown in
Equation 6. The set of all possible records r; is defined in Equation 7 and must
satisfy the following restrictions: ro € M, {ry,72,...,7n—1} € D, and r,, € O.
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ri=m; Vd;Vo; (6)

ri€ R=rg,r1,....;Tn,n € N (7)

Finally, a function (defined in Equation 8) is applied to transform the records
into a blockchain structure. The black box system is denoted by B and defined
in Equation 9.

bcFunc: R — B (8)
bi € B =1o,b1,...,bn,m €N 9)

3 Black Box Development Framework Level

This section introduces a Blockchain-based Black Box development framework
proposal as a preliminary feasibility study for the proposed standard. The
primary objective is to determine the viability of implementing a prototype
standard.

To test the standard, we have developed BCubed, a library that enables
the creation of a standard BB based on blockchain technology, as well as the
interaction with this system. The interaction includes the storage of different
records, the retrieval of records by type, and the retrieval of all records. To
interact with the blockchain technology, a Smart Contract has been implemented
in the system to ensure that all transactions are fulfilled. These transactions
contain a set of records, whose data are validated by the SC functions before
being stored in the blockchain.

In order to present the development in a structured way, it is first necessary
to explain the data organization and then to expose the components of BCubed.

3.1 Data organization

This subsection presents the technical implementation of the data organization
proposed in Subsection 2.1. Two main types of data have been created to
represent the aforementioned records: SC structures and API structures. The two
types of data represent two distinct versions of the records, named BaseRecord,
MetaDataRecord, SystemDataRecord and OverviewDataRecord.

In order to provide a foundation for the implementation, the conceptualization
of the SC is developed in the Solidity programming language ', while the API
module is implemented in Python. Listings 1.1 and 1.2 represent the RecordType
enumerations for both modules, SC and API. Listings 1.3 to 1.10 provide a
comprehensive comparison between the key SC structures and API structures.
Odd listings contain the SC structures, while even listings represent the API
structures.

! https://soliditylang.org/
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enum RecordType {
NOT_DEFINED,
MD,
SD,
0D

Listing 1.1. SC - RecordType.

struct BaseRecord {

RecordType typR;
uint8 fieN;
int256 recT;

Listing 1.3. SC - BaseRecord.

struct MetaDataRecord {

BaseRecord base;
string sysN;
string sys

string sysS;
string sysM;
string resP;
string bbnV;

Listing 1.5. SC - MD record.

struct SystemDataRecord {
BaseRecord
uint256
string
bool
IdUint16ValueInt24
IdUint16ValueInt24
uint24
IdUint8ValueUint16
IdUint8ValueUint16
IdUint8ValueUint16
IdUint8ValueUintArrié
IdUint8ValueUintArri6
IdUint8ValuelIntl6
IdUint8ValueString
IdUint8ValueString
string
string
IdUint8ValueUint8
IdUint8ValueString

Listing 1.7. SC - SD record.

struct OverviewDataRecord {

BaseRecord base;
uint256 bbtS;
uint256 bbtR;

Listing 1.9. SC - OD record.

class RecordType (str, Enum):

NOT_DEFINED = O,

MD = 1,
sD = 2,
oD = 3

Listing 1.2. API - RecordType.

>typR’: RecordType.NOT_DEFINED,
>fieN’: O,
recT’: 0

Listing 1.4. API - BaseRecord.

’base’: BaseRecord(),
dsysNo: v,

’sysV2: "",

’sysS’:
dsysM: nn,
'resP?: ",
bbnV’: ""

wn
B

Listing 1.6. API - MD record.

base’: BaseRecord(),

’sysT’: O,

sopeS?: "M,

>autB’: False,

JactD’: IdUint16ValuelInt24(),
JactV’: IdUint16ValuelInt24(),
’batL’: O,

tchS’: IdUint8ValueUint16(),
’irSe’: IdUint8ValueUint16(),
>ifSe’: IdUint8ValueUint16(),
’gyrV’:IdUint8ValueArrayUint16 (),
’accV’:IdUint8ValueArrayUint16 (),
’tmpV’: IdUint8ValueInt16(),
‘micI’: IdUint8ValueString(),
’camF’: IdUint8ValueString(),
SextCr: mn

JtxtR?: v,

’wifi’: IdUint8ValueUint8(),
’sysX’: IdUint8ValueString()

Listing 1.8. API - SD record.

’base’: BaseRecord(),
>bbtsS’: 0,
>bbtR’>: O

Listing 1.10. API - OD record.
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A variety of custom structures are employed for different format values.
Thus, the structure IdUint16ValueInt24 is used for values with the format
’000:£0000.00°, while the structure IdUint8ValueUint16 is utilized for
values with the format ’00:000°. The structure IdUint8ValueArrayUint16
represents values with the format ’00:(40000:40000:£0000)’. Meanwhile,
the values with the format ’00:string’ are represented by the structure
IdUint8ValueString. Lastly, the structure IdUint8ValueUint8 is employed for
values with the format 20:00°.

3.2 Black Box System

Concerning the development of BCubed, three main components can be identified:
a Data Curation component that collects information and processes data, but
it is outside the scope of this work; the API, which enables interaction with the
system; and the Blockchain with the SC implementation, which is responsible
for validation and secure storage. Figure 2 depicts a diagram that outlines these
components and their primary functionalities.

Data Curation

Get information from autonomous
system

[

‘I Extract and process specific data

from this information to store it

Black Box System
/ Blockchain

Smart Contract

Validate record data fields before

Receive data in the form of API saving
structures v
v Store data on blockchain if the
Send structures to smart contract validation is successful
functions

Return data when requested

retrieve stored data

Call smart contract functions to ]

Fig. 2. Black box system components.
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Data Curation. BCubed is dependent on a component that is responsible for
the extraction of autonomous system information. The primary objective of this
component is the collection and subsequent processing of data to obtain the
values required for storage. As it was mentioned above, this implementation is
limited to BCubed system. Therefore, this component is outside of the scope of
this development. In the absence of this dependency, the implementation can
only be tested through testing suites.

API. This component is responsible for the interaction with the entire BCubed
system. The API component contains the object responsible for establishing
the connection with the blockchain network, compiling a new SC or getting
an existing one, as well as interacting with its functions. This is the interface
through which the client will communicate. The client is understood to be the
component Data Curation mentioned above or an external agent, who wants to
verify the BCubed records. As previously stated, the client interaction includes
both functionalities: the storage and the retrieval of records. Furthermore, the
client is responsible for the blockchain server and SC configurations.

Blockchain - SC. On the one hand, to deploy the SC on the blockchain and
enable its interaction, it is necessary to have a blockchain local network in place.
On the other hand, SC covers the structures explained in Subsection 3.1 and
the functions in charge of data validation, data storage, and data retrieval. The
high-level structure used in the SC code is named StandardBlackBoxRecords:

struct StandardBlackBoxRecords {

MetaDataRecord metaDataRecord;
SystemDataRecord[] systemDataRecords;
OverviewDataRecord overviewDataRecord;

Listing 1.11. SC - StandardBlackBoxRecords

The previous structure contains a single MD record, as many SD records
as are required by the system, and a single OD record, which represents all
the BB information. Regarding the data validation, there are several stages of
verification. Firstly, a series of related record type checks are done to ensure, for
instance, that only a single MD record exists; a single OD record exists; if no
MD record exists, one must be created to initiate the BB; and if an OD record
exists, a new BB must be created because the actual is closed. Secondly, the
verification of the potential data to be stored is executed. For example, those
values that are required, because they are not optional, must be different from
the default values, which include empty strings, zeros, and so forth. These checks
manifest themselves as follows:

require (dataRecord.base.typR != RecordType.NOT_DEFINED,
"Record type must be specified");

Listing 1.12. SC - require example
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4 Conclusions and Future Works

The main contributions of this work are the definition of a theoretical standard
and the subsequent prototype framework BCubed, demonstrating that the
standard we are based on can be applied in practice and is therefore valuable
for building a black box-like accountability system.

Although this research represents a theoretical and initial investigation to
achieve a robust and secure accountability system, it is important to note that
the first conclusions are encouraging. Nevertheless, further research is necessary
to ensure the security and efficiency of the system. As the project progresses,
a number of challenges have been identified that will require addressing. These
include the following:

— BB lifetime. It is necessary to determine the operational lifetime of the BB
to guarantee its correct functioning and utilization. Additionally, it is needed
to define a method for the retrieval of BBs that have reached the end of their
operational life.

— Data frequency and duplicates. It is important to note that not all data
are published with the same frequency. Consequently, some data may be
duplicated several times.

— Data curation. As previously stated, a new component is required that
collects and processes the autonomous system data in order to populate
the structures of the records.

— File storage. The storage of files, such as images or audio, is a challenging
process due to the complex and voluminous nature of the data. Moreover, the
utilization of blockchain technology may result in economic consequences.

— Improve fields. As the research progresses, a number of new requirements
will emerge. It will be important to ascertain whether these necessities are
common to different autonomous systems and new fields are required, or
whether user-defined data can be included in the sysX field. Consequently,
new fields will emerge while others may undergo modification.

— Resources and computational cost. Further research and implementation is
required to enable a comprehensive analysis of the resources needed and
the computational cost. It is therefore necessary to conduct a detailed
examination of these aspects. Additionally, it is important to determine
whether the solution will be implemented in an embedded manner or in
an isolated hardware.

In light of the aforementioned considerations, it is necessary to identify a
solution to the previous challenges and to determine the adaptability of this
standard and its applicability to different autonomous systems. To this end,
future works will concentrate on testing this standard with robots, particularly
on ROS 2 2, which is the de facto standard in the field of service robots.

2 https://docs.ros.org/en/foxy/Citations.html
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Abstract. Socially Assistive Robots are becoming an important tech-
nology to cope with the deep demographic changes of the coming society.
These robots are a versatile tool for caregivers and can add value to the
services provided in care centers such as retirement homes. However,
to meet these expectations, they need to address important challenges.
They need to be not only functional, but also acceptable, useful and ac-
cessible. They need to adapt their behaviour not only to the physical but
also to the social context, adapting their behaviour to the preferences,
expectations and needs of the people around them. They also need to
explain their behaviour, going beyond data-driven explanations to in-
clude causal reasoning. This paper presents the research work carried
out in the CAMPERO and SHADOW national projects to implement a
socially assistive robot capable of adapting to the social context. This
work has been dedicated to the improvement of previous robotic plat-
forms, and also to produce a shared cognitive architecture that includes
adaptation mechanisms, different types of memory, and deep multi-agent
synchronization. The paper describes the results of functional tests that
have been carried out in laboratory environments, before the robot is
deployed in a retirement home for a long-term evaluation of the user
experience.

Keywords: Social robots - Socially assistive robots - Socially aware
robots - Cognitive architectures.

1 Introduction

Service robotics is one of the key technologies of Society 5.0 [6]. Robots able to
cooperate with people in daily life environments have become technically fea-
sible, thanks to the recent advances in sensors, embedded processing systems,
smart environments, and artificial intelligence (AI), among others. These ad-
vances successfully tackle complex tasks such as navigation in daily life environ-
ments, object and person recognition, natural language interaction or social con-
text adaptation [9]. Service -and more specifically, social- robots are beginning
to be deployed in challenging contexts such as restaurants, hotels, supermarkets,
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care centers, or even at home. Regarding these application domains for social
robots, it is important to consider the demographic changes that inevitably and
dramatically affect the current world population, especially in certain areas such
as the United States, Japan, or the European Union. These changes have made
Socially Assistive Robotics [3], which focuses on robots able to assist with social
interaction, to appear as one of the most challenging and potentially valuable
application areas for this new generation of robots [14].

But Socially Assistive Robots (SAR) face important difficulties beyond tech-
nical ones. They need to address ethical, cultural and legal issues [16], and con-
sider user needs and preferences throughout all the design process to help in
adherence [1,14]. SARs working in sensitive environments, such as retirement
homes, need to: (i) be aware of their social context; (ii) be able to adapt its
behaviour to this context; and (iii) be able to explain its behaviour, beyond
data-driven explanations, considering causal reasoning [12].

This paper focuses on the work addressed in two national research projects,
CAMPERO (TED2021-131739B-C21, TED2021-131739B-C22) and SHADOW
(PDC2022-133597-C42), that are been carried out simultaneously from Decem-
ber 2022 to December 2024. The research conducted in these projects continue
in another national project, INSIGHT (PID2022-1373440B-C3), that started
on December 2023 and last until December 2025. The main contribution of this
paper is to describe how the robotic platforms and cognitive architecture avail-
able at the start of these projects have evolved to incorporate all the elements
required to produce socially aware agents. This evolution can be summarized as
follows:

— update the employed robotic platforms. The new SARs incorporate advanced
sensory and motor capabilities. They also have a different physical aspect,
co-designed with end users.

— incorporate long-term memory, to store user profiles, agendas and other
meaningful data for the robot operation. These data will be incorporated to
the immediate context when required to complement information obtained
from direct observation.

— incorporate mechanisms that allow the robot to adapt its behaviour accord-
ing to the context.

— extend the cognitive architecture used by the robot, to allow communication
between different agents.

In order to evaluate the new cognitive architecture, a set of use cases has been
co-designed with users (residents and care professionals) from a retirement home.
These use cases follow their specific needs and preferences. In addition, the data
to be included in the user profiles and agendas have also been defined according
to the criteria of these professionals. The resulting cognitive architecture has been
integrated into the previous and the new SAR. Then, a functional evaluation
was conducted in a controlled environment before the SAR was deployed in the
retirement home. This paper describes the evolution of the robotic platform and
the cognitive architecture, the experimental setup, and the functional results
obtained in this first phase of the evaluation.
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2 Starting system

CAMPERQO project started two years ago, employing a robotic platform equipped
with an instance of a specific cognitive architecture. The platform had been suc-
cessfully tested in daily life environments in previous research [1,9]. Moreover,
the retirement home where the platform has been deployed continues cooperat-
ing with the researchers, easing further deployments. In parallel, the SHADOW
project aims to develop a proof of concept for a social robot to accompany users
in real-world environments. The Shadow robot, developed in this project, has
evolved from a Technological Readiness Level (TRL) 2 to TRL 7 and maintained
an instance of the same cognitive architecture. The following section details the
starting system over which the present solution has been built.

2.1 Robotic platform

The CLARA robot [17] (Fig. 1(left)) is a SAR developed within the CLARC EU
project ECHORD++ (FP7-ICT-601116). It was designed to perform Compre-
hensive Geriatric Assessment (CGA) procedures [1]. In further projects, this role
changed, and the platform was tasked with different use cases defined by end-
users unrelated to diagnosis or healthcare. Instead, these use cases concerned
improving the retirement home’s services and relieving caregivers from repeti-
tive, non-value-added tasks such as announcing the menu [9].

The CLARA robot has a differential base from Metralabs GmbH, a tactile
screen, speakers, a Sick 2D lidar, and one RGB-D camera. It uses a navigation
stack, programmed on the Robot Operating System (ROS) framework [15], to
navigate autonomously in unconstrained environments, safely avoiding obstacles.
The RGB-D camera complements the lidar sensor for navigation purposes, and
allows the detection of objects and people in the environment. The robot also
has a safety bumper that stops the robot if it contacts with an obstacle. The
robot can use its touch screen to receive input from users. It has a text-to-
speech (TTS) module synchronized with a subtitles module. It can, therefore,
communicate using speech, images, and subtitles on its screen.

2.2 Cognitive architecture

CLARA robot uses the CORTEX cognitive architecture [2]. This architecture is
based on software components in charge of different tasks (monitoring, interfac-
ing, speech generation, battery management, etc.). These components connect to
the Deep State Representation (DSR), an inner representation of the immediate
context implemented as an oriented graph. The DSR is used as a shared black-
board for all modules to communicate through the so-called agents. Fig. 2 shows
the CORTEX instance available when the CAMPERO and SHADOW project
started two years ago. As depicted, it was mainly programmed using the Robo-
comp framework [2], although Robot Operating System (ROS) framework [15]
was also used for some components, which are connected via dedicated proxies.
The system included a Java-based component to control the interfaces shown on
the screen. All modules rely on the Ice middleware [7] for communication.
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Fig. 1. Socially Assistive Robots: CLARA, MORPHIA and Shadow.
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3 Awareness requirements

The previous system was successfully employed to perform a set of use cases in a
retirement home: specifically, the robot was programmed to announce the menu,
provide information on demand via its chest screen, and allow relatives to make
video calls with the residents. These use cases were performed twice a week for
five months. The SAR was able to perform these tasks autonomously.

The evaluation focuses on four indicators: accessibility, usability, social ac-
ceptance and user experience, four of the five indicators included in the AUSUS
Evaluation Framework ( [8]). The indicator "Societal Impact" was not included
due to its irrelevance within the project’s goals. The behavior of the SAR was
perceived positively even after the novelty effect had worn off, and users ex-
pressed their willingness to continue using it in the future (see [9] for more
details on the results of this evaluation).

The robot did not need to adapt to the users or the context to perform these
use cases. This was intentional, as it did not integrate any recognition system.
The lack of adaptability led to several issues during the experiments. These
issues were mainly identified through interviews with residents and caregivers,
and direct observation during the experiments. Some of them are listed below:

— Some residents did not want to interact with the SAR. As the robot could
not recognize people, proactive behaviors were forbidden.

— Some residents expected the SAR to recognize them or remember previous
interactions. These false expectations disappeared after a few tests, but they
negatively affected the experience of these users.

— Even when the robot navigated autonomously, it followed certain paths (e.g.,
from the charging station to the position where it announced the menu). Use
cases were programmed to occur at certain hours. The SAR did not check
whether people were present before announcing the menu or whether the
called resident followed it when calling for a video call. Thus, the evaluator
needed to announce that the robot would perform a use case in practice.

— Using a system based solely on a SAR meant that the robot would always
need to be on to update agendas, user profiles, etc. These data had to be
moved to an external server to allow evaluators and care professionals to
work with them, but this option raised privacy issues.

— Performed use cases were too simple to impact the daily routines of the
retirement home. While care professionals understood the potential of the
SAR, it did not become a useful tool for them.

Before the CAMPERO and SHADOW projects started, more challenging
use cases began to be identified from interviews and focus groups organized with
residents and care professionals. Most of them required the SAR to recognize
people, be aware of the social context, and modify its behavior according to it.
These projects were conceived in response to these identified needs: SHADOW
project is a proof of concept for the physical and functional design of a robot
capable of following a person in a shared daily life environment; CAMPERO



Upgrading the cognitive architecture of a robot to become socially aware 65

project aims to provide a SAR with an opportunistic planner able to adapt the
performed use case, and its parameters, according to the user profile and social
context.

CAMPERO project started with activities to define a meaningful set of use
cases for the SAR. Thus, a focus group session was conducted to capture the daily
routines and interactional situations of both residents and care professionals [11].
The focus group included an initial valorization, an exploration of staff-resident
interaction, and a final phase of prioritizing ideal robot uses. After the focus
group, the information collected was contrasted against previously explored use
cases, and the following set of use cases was finally specified:

— Wandering: This use case allows the SAR to engage users opportunistically.
The robot wanders around a certain area, waiting for a perceived context to
trigger more meaningful use cases.

— Charging: The robot goes to the charging station if the battery is low. This
use case was extended by adding a button to the robot’s touch screen that
can be used by authorized users to send the robot to the charging station.
Thus, these users can effectively send the robot out of the room when they
feel it is useless.

— Menu selection: The robot approaches a resident and asks them for their
menu choices for the coming week. Menu choices are made by touching ap-
propriate images on the touch screen.

— Musical therapy: The SAR goes to the room where the musical therapy
activity takes place. There, it plays music and moves around. This use case
was included to analyze how the presence of a SAR affects the perception of
the activity, even when the robot itself is not interacting with users.

— Reminder: The robot approaches a resident and reminds them of an appoint-
ment in their agenda.

— Cognitive therapy: The robot approaches a resident and invites them to per-
form cognitive exercises on its touch screen.

— Bring me water!: When a person touches a specific button on its touch
screen, the SAR recognizes them and offers the possibility of requesting a
specific service (e.g., ’someone please bring me water’) or calling the care
staff. Then, the robot moves to the corridor and communicates the received
request once it has located a caregiver.

— Follow me: While the rest of the use cases are specified within the CAMPERO
project, this use case is defined and implemented in the SHADOW project.
In this use case, the SAR follows a person through the environment.

4 System proposal

A complete update of the existing solution was carried out to create a system ca-
pable of performing the previously described use cases. This work involved both
the robot’s physical and logical structure and, in fact, extended the cognitive
architecture beyond the SAR. The new system is described in detail below.
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4.1 Robotic platforms

Fig. 1(right) shows the Shadow robot, designed within the project of the same
name, as a result of a user-centered design process. The robot meets the require-
ment specifications gathered from various meetings with experts, addressing both
sensory and physical exterior aspects. Currently, Shadow is at a TRL 7, although
its deployment in real environments is still limited by the number of available
units. Instead, in this paper, we use the MORPHIA robot (Fig. 1(center)), which
is a solution specifically implemented by Metralabs GmbH as a socially assis-
tive robot for the elderly. Interestingly, Shadow and MORPHIA robots are very
similar, although they have been designed in completely independent co-design
processes. MORPHIA robot is equipped with a Metralabs GmbH TORY dif-
ferential base, a range laser scanner SICK s300 and a circular safety bumper.
It also has an Intel RealSense D435 RGB-D camera facing the ground used
for navigation, three 2mp Valeo cameras to implement 360° vision, a Microsoft
Azure Kinect RGBD camera also used for perception, and a tablet and speakers
for interaction. It has the same text-to-speech (TTS) module employed by the
CLARA robot and an updated version of the ROS2 navigation stack 'Nav2’ [10].
The images obtained from the Azure camera detect objects from the 80 classes
in the COCO database using the YOLOvS8 algorithm. These images are also
the input of a person recognition module that uses dlib’s state-of-the-art face
recognition algorithm built with deep learning by Adam Geitgey [5].

4.2 Cognitive architecture

Figure 3 shows the updated version of the CORTEX architecture, currently
used in CAMPERO and SHADOW projects. An important difference concern-
ing the previous version is the ability to connect several physical agents (robots,
smart environments, etc.) in the same cognitive architecture. This connection
is achieved by sharing the DSR. Thus, each physical agent keeps a copy of the
DSR (Figure 3 shows two copies, one for the robot, the other for the smart envi-
ronment), and these copies are synchronized via ROS bridges. If the agents lose
connection (e.g., the robot moves through an area without a wireless connec-
tion), they can keep working using their local DSRs. When the connection is set
again, data are synchronized. Synchronization is achieved by annotating each
node and edge in the DSR with a generic attribute detailing the physical agent
that made the last change. All updates have an associated timestamp and are
only taken into account if the updated timestamp is later than the current one.
A physical agent can program tasks to be performed by another physical agent
(e.g., if the robot collects the menu data for a person, it programs an action for
the smart environment to update those data in the long-term memory).
Another important difference from the previous version of CORTEX is the
inclusion of a long-term memory. This memory stores long-term data such as
user profiles or the retirement home’s agenda. It is implemented as a MongoDB
database in an embedded computer integrated into the smart environment.
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Regarding social awareness, the most important update in cognitive archi-
tecture is the implementation of an adaptation component that modulates the
behavior of SAR according to physical and social context data. Thus, when a
person is recognized, the node representing them in the DSR is loaded with items
that encode their user profile and communication preferences. These items have
been discussed with the professional caregivers of the retirement home where the
SAR will be deployed and are closely related to the data used by these profes-
sionals. User profile items are encoded as Likert scale scores related to physical
and cognitive abilities and attitudes toward the robot. Communication prefer-
ences determine interface-related parameters (e.g., use of subtitles, font size, or
voice volume). The user profile is then employed to adapt the robot’s actions to
the particular user. For example, changing interaction distance or voice volume.

The adaptation component also considers these user profiles, internal and
external physical context, and the agenda of the retirement home to determine
which use case the robot should perform. Selecting the appropriate use case can
be challenging as the number of possible context configurations is large. Some
situations have a straightforward solution (e.g., the robot needs to go to the
charging station when the battery level is too low). Others require more complex
reasoning. The adaptation component applies an approach based on preference
learning [4] in these cases. Preference learning is a sub-field of machine learning
that focuses on classification based on preference information, usually provided
by experts. In this case, this information was provided by people involved in
robot development and retirement home personnel. Several classifiers that score
the use cases have been developed using this information. These scores create an
ordered list of use cases in which the use case with the highest score comes first.

Figure 4 shows an example of the state stored in the DSR after the SAR
picked the menu choices for a user (Oscar). Different node encoding agents
(pink), actions (blue), and subsystems (yellow) are employed, including a node
encoding the smart environment (named ’brain’). The robot has just finished
saying ’thanks!” to Oscar, and the menu choices have been stored as a user
profile parameter. The SAR has produced an 'update’ action for the smart en-
vironment to store these data in the long-term memory. The types of edges and
nodes, their attributes, and their evolution during the use case are encoded in
an ontology initially developed in CAMPERO and SHADOW projects.

5 Experiments

The evaluation of the proposed solution in the retirement home began in June
2024 and will last until December 2024. Before starting this evaluation in the real
context, the system was functionally tested in a controlled environment for two
months. The testing environment is a research-living lab, and the users testing
the system are the people working in the lab. While not adequate to extract any
conclusion regarding user experience, this experimentation allowed to validate
the robot’s functionality at TRL 4.



Upgrading the cognitive architecture of a robot to become socially aware 69

use_case_id=menu selection

use_case
is performing

identifier = Oscar
menu = <menu_choices>
interacting comm_enable = true

text=thanks!

update

identifier = Oscar

menu = <menu_choices>
comm_enable = true

Fig. 4. Deep state representation (DSR) of the cognitive architecture, after capturing
menu choices for a user.
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5.1 Setup

Fig. 5 shows the distribution of the living lab where the robot operates for one
hour per day. Following its programmed behavior, it will wander around the
place, looking for opportunities to trigger meaningful use cases.

A fictional set of menu choices and agendas was created. Users were also
enrolled in the system with fictitious user profiles. While the values loaded into
these profiles were not real, the attributes were created according to the profiles
used by the care professionals of the retirement home where the SAR is deployed.
Table 1 shows these attributes and how they influence robot behavior. To fully
test the robot’s functionality, the values of these attributes were set for different
users to cover all possible circumstances.

419m

Fig. 5. Living lab where functional evaluation has been conducted.

5.2 Discussion

After two months of functional testing, the SAR can perform the use cases as
required. Its behavior changes according to the user profile, and the performed
use case switches to adapt to different contexts. The robot will therefore be
deployed in the retirement home on 17 June, to start the long-term evaluation
at TRL 7 (prototype demonstration in real environment).

Some interesting issues were detected in the controlled tests. For example,
when the robot recognizes a user, it performs as many use cases as possible to
maximize its operational efficiency. This behavior could be annoying, and after
some tests in the retirement home, it could be interesting to make the robot
decide to save some use cases for later interactions, especially for certain users
(e.g., those with higher fatigue levels). The voice type and volume, interaction
distance, etc., will also be adapted to each user in the retirement home beyond
the initial profiles provided by the care staff.
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Table 1. User profile attributes and their effect on the robot behavior.

Communication parameter|Influence on robot behaviour

Willingness to interact ‘Whether the robot addresses the person in social interactions or not
Voice volume The robot changes its voice volume accordingly
Subtitles ‘Whether the robot shows subtitles on its screen or not
Font size The robot changes the font size of text shown on its screen accordingly
Safe distance Preferred interaction distance
Enrolled in cognitive therapy |Whether the user is or not in that therapy group
Reminded If the person has been reminded about their next activity,
no repeated reminders are produced
Menu choices Similar to the reminder, but regarding menu choices
Skill parameter Influence on robot behaviour

Visual acuity
Cognitive capacity
Motor capacity
Mood (baseline)
Hearing level
Fatigue level

Informative parameters that do not directly modulate SAR behaviour

The face recognition system has been tuned to avoid false positives: the key
requirement is not to misidentify a person not participating in the experiment.
Regular testing in the retirement home will help to adjust this subsystem further.
Moreover, as recognition is based on face recognition, it may be necessary to
update the robot’s behaviors and let it ask a person about their identity if in
doubt or call a resident to look at the robot. If necessary, these updates must be
made carefully to avoid unwanted or annoying effects.

The tactile screen may be difficult to use for elderly people. The first pilot
tests in the retirement home show that alternative interfaces should be explored
to improve the accessibility of the SAR. Following previous experience of the
research group [13|, a button-based interface will be added to the robot.

6 Conclusions and Future Work

The proposed system represents a relevant update to the previous system. It
allows the robot to decide which use case to perform and how to perform it
according to the social context and the particular person interacting with the
robot. It also paves the way for multi-agent systems, as it provides a cognitive
architecture that can be directly shared by different agents, whether these agents
are mobile robots or smart environments.

Experiments carried out in controlled environments show that the system
is feasible from a functional point of view. Therefore, long-term experiments
were conducted in retirement homes, where these use cases were defined. The
evaluation will now focus on user experience parameters. Will residents and
caregivers accept and use a SAR that performs customized use cases defined
according to their needs? The main objective of the CAMPERO and SHADOW
projects, from a social point of view, will be to answer this question once the
novelty effect warns off.
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The authors’ research groups are already initiating further projects where
adaptation goes a step further. Thus, the SAR should be provided with a mech-
anism to adapt its behavior and explain it. These explanations should not only
be data-driven but also detail causal relationships and provide counterfactual
explanations. Having the robot discover and explain these relationships is the
next step towards robots that are fully aware and integrated into their social
context.
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Abstract. Social Autonomous Robotics is characterized by intensive
and continuous interaction with humans. The use of Automated Plan-
ning (AP) within a control architecture has been proposed to define and
control the actions of robotic platforms in these environments. While
AP enables high-level and declarative specification of robot behavior,
creating these models is a time-consuming task that requires an exten-
sive knowledge acquisition process to define them accurately. That is
why AP is not widely used in this field, especially for tasks like social
navigation, which require addressing a variety of challenges. This pa-
per proposes using AP to model social navigation, addressing potential
events typical scenarios may pose. To ease this process, we use an inter-
face for graphically modeling the use case with state transition diagrams,
which are automatically translated into the corresponding formalization
code. We demonstrate that the resulting model can generate sequences of
actions that adhere to expected social navigation and effectively manage
potential interruptions in normal execution.

Keywords: Social Autonomous Robotics - Automated Planning - Use
Case Modelling

1 Introduction

Social Autonomous Robotics (SAR) [2] deals with robots operating in public
spaces. A key area of research in this field is how robots can adapt their behav-
ior based on the sensor data they collect to exhibit flexible yet robust behaviors
in such dynamic environments. Automated Planning (AP) [4] has been used
in the literature to endow robots with autonomous behavior by using a prob-
lem solver, namely a planner, and a control architecture: the planner creates
the plan of actions to be performed, while the control architecture manages
execution and monitoring. However, developing autonomous systems using Au-
tomated Planning (AP) involves creating a formal model, typically using the
Planning Domain Definition Language (PDDL), that captures the dynamics of
the world and the current scenario to be solved. This process is time-consuming
and error-prone, making it one of the main bottlenecks in the development of any
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AP applications. That is why many social robotic systems are developed using
other techniques, especially for tasks like navigation, which require addressing a
variety of engineering and human factor challenges [10].

In this paper, we propose using Automated Planning (AP) to implement a
social navigation use case, planning both the actions to perform during normal
execution and the actions to address possible unexpected events in the scenario.
These events could include challenges such as losing track of a person or encoun-
tering obstacles

To lower the barrier that the PDDL language might pose, we use an interface
specially developed to graphically model social robotic scenarios using transition
diagrams [5].

These diagrams depict the states and actions the robot should traverse during
execution. This conceptual model of the use case is automatically translated into
the corresponding PDDL code, allowing the planner to return the sequence of
actions that the robot should perform. This graphical interface simplifies the
process, making it accessible for individuals with limited knowledge of PDDL to
write PDDL domains. Integrated into a control architecture, this gives the robot
the capability to follow a plan for normal execution and replan from a state that
deviates from the expected one, allowing it to return to normal execution. The
proposed use case was tested in simulation by generating different scenarios. We
demonstrated that we created valid domains and problems, resulting in successful
plans for navigation. This shows that social navigation can be modeled at a high
level using AP, reducing the effort required to model these use cases and easily
addressing the challenges posed by human factors.

This paper is structured as follows: Section 2 provides a comprehensive re-
view of the current state of the art in social robotics systems and methodologies
for social navigation. Section 3 offers background information necessary to un-
derstand the technical components employed in this work. Section 4 presents the
conceptual model of the social navigation use case, detailing the transition dia-
grams used for graphical representation and their translation into PDDL code
using the interface. Section 5 delves into the formal model of the social navigation
use case, the PDDL domain. Section 6 outlines the evaluation methodology and
presents results from simulation-based testing across various scenarios. Finally,
Section 7 concludes the paper with a summary of findings, and future work to
be done.

2 State of the Art

Social navigation for robots has significantly advanced with reactive and proac-
tive strategies designed for dynamic human environments. Initially, reactive ap-
proaches tackled challenges like fixed obstacle speeds, leading to proactive meth-
ods that blend human modeling and cooperative planning [6]. These methods
aim to improve how robots navigate efficiently and interact socially by consid-
ering social norms and adjusting to dynamic human interactions.
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Recent developments include real-time path optimization algorithms such
as the social elastic band [11]. These algorithms distinguish between stationary
objects and human presence, adjusting navigation paths in real-time to ensure
socially acceptable interactions. They use prediction and anticipation to adapt
to changes in the environment, demonstrating effectiveness in simulations and
real-world tests across different scenarios.

However, challenges remain, especially in crowded areas where computational
demands and the unpredictable nature of human behaviors pose significant ob-
stacles. Addressing these challenges requires further advancements in predictive
algorithms and adaptive strategies to enhance the reliability of robots in dynamic
social settings. Future research aims to refine social acceptance and navigational
adaptability across diverse robotic platforms, facilitating intelligent navigation
and seamless interaction in human environments.

Related to the knowledge engineering process behind the development of AP
models for Social Robotics systems, various tools have been introduced to sup-
port the implementation of such planning domains. In addition to some number
of PDDL editors’ which require deep knowledge about the specification lan-
guage, we can find in literature systems characterized by automatically translat-
ing the resulting visual model into its PDDL formalization [12][7][13]. Although
all of these systems use different graphical representations to specify planning
domains, they focus on users with a deep knowledge on software engineering and
become unmanageable for large domains.

3 Background

A Classical Planning [4] task consists of driving a system from a given initial
state to a state where predefined goals are achieved, by applying deterministic
actions with known effects [3]. We use the first-order (lifted) planning formalism.
We consider classical planning tasks extended with negative preconditions. A
planning task is a pair II = (D,I), where D is the planning domain and I
is a problem instance. A planning domain is a tuple D = (O, P, A); where O
is a set of objects; P is a set of predicates, each associated with free variables
to form an atom; and A is a set of action schemas. An atom is grounded if
its arguments do not contain free variables. An action schema a € A is a tuple
a = (name(a),par(a), pre(a), add(a), del(a)), where name(a) is the action name;
par(a) is a finite set of typed variables defining the action parameters; pre(a) =
(pre*(a), pre~(a)), where pre™(a) and pre™(a) are sets of atoms representing
the positive and negative preconditions for the action; and add(a) and del(a) are
sets of atoms defining the positive and negative effects of the action. A problem
instance is a tuple I = (0, Z,G), where O is a set of typed constants representing
problem-specific objects; Z is the set of ground atoms in the initial state; and
finally, G is the set of ground atoms defining the goals.

Grounded actions a are obtained from action schemas a by substituting the
free variables in the parameters by constants of the same type in O. A grounded

! http://editor.planning.domains/



Formalizing a Social Navigation Use Case in PDDL

7

action a is applicable in a state s if pre*(a) C s and pre~(a) N's = 0. Applying
a grounded action to s results in s’ = (s \ del(a)) U add(a)). A plan 7 is a
sequence of grounded actions ay,...,a, such that each g, is applicable to the
state s;_; generated by applying a,,...,a;_; to Z; a, is applicable in Z; and the
consecutive application of all actions in the plan generates a state s,, containing
the goals, G C s,,.

Classical planning assumes deterministic and known action effects, without
external events disrupting the plan. However, real-world environments may in-
volve action failures and changes induced by other agents. Although there exist
AP paradigms that consider such non-determinism, a common strategy is to ad-
dress inherent world uncertainty through replanning: if the state changes and the
current plan cannot be executed, a new plan is generated based on the current
state [14,3]. A planning approach with replanning upon failure requires moni-
toring and execution control architectures. Examples of them are PELEA [1] and
PlanSys2 [9], both using Classical Planning [4]. Each high-level action in the plan
is translated into low-level commands and sent to the robotic platform, assuming
that no events will interrupt the execution. To verify that the plan progresses
as expected, external environmental information is gathered from sensors and
translated into high-level data to confirm that the expected state aligns with
the observed state. If discrepancies are found, the current plan may no longer
be valid, requiring a replanning to obtain a new plan to manage the current
situation.

4 Conceptual Model of the Social Navigation Use Case

In this section, we will describe the social navigation use case at a high level,
accompanied by the corresponding conceptual model. This model will serve as
the basis for the subsequent formalization in PDDL. We further divide the ex-
planation of the use case into two aspects: the nominal behavior, representing
the ideal execution of the robot where the use case concludes without incidents,
and the exogenous events that have the potential to disrupt the normal flow of
execution and how the robot handles them.

In this use case, the robot’s task is to follow a human guide in a social
environment. The nominal behavior of the robot should follow these steps: when
the robot’s button is pressed, the robot asks the person to stand in front of it.
Once the person is correctly positioned, the robot detects and identifies them. It
then checks its internal database to verify whether the person has permission to
use the robot. If the person is authorized to be followed by the robot, it greets
them and starts navigating after that person. At the end of the navigation,
when the person indicates they want to end, the robot says goodbye, and the
process is completed. That is the ideal case and the main workflow represented
in Figure 1, where the states expected throughout the use case are represented
by boxes, and the actions to perform are depicted by arrows. The states hold
the neccesary information for executing the subsequent action, represented by
atomic formulas (detailed in Section 5).



78

press the buttor

Person Identified
(individual = Bob)

Person Located Per_son_ [_)etected
(individual)

ask detect that identify that
pTrso? to person person
ocate check if that person is
allowed to use the robot
(check permit)
. greetthe
navigate person

Permit Checked

Person Greeted

Navigating

check end of
navigation

End of Navigation Person Farewelled

Fig. 1. Visual representation of main workflow of the use case.

say goodbye

However, in a dynamic social environment, numerous issues can arise. If the
robot is unable to locate, detect, or identify the person, it will terminate the
process. Similarly, if the person is identified but does not have the necessary
permissions, the robot will halt the process. Additionally, the process can be
interrupted and terminated by an external signal at any time, such as the emer-
gence of a more urgent task. At a high level, all these scenarios result in an end
state, leading to the termination of the use case. However, at a lower level, each of
these actions is expected to be translated into a more user-friendly notification,
such as "Sorry, you do not have permission", to enhance user understanding.

While navigating the robot may lose track of the person. If the robot loses
sight of the individual, cannot see them, or detects multiple people, it will request
the person to please reposition themselves, it will verify that it is the same person
it was following before, and resume navigation. All of these these scenarios are
depicted in Figure 2. They are depicted at the conceptual level for a better
understanding of the use case, but in practice, when the robot rechecks the
person after losing track, the navigate action it performs is the normal navigate
action. This reconnects with the nominal behavior and allows the use case to
continue successfully.

The robot may also encounter blockages during its operations. If obstructed
by a person or group of people (social blockage), it will notify them that it is
blocked, navigate towards the blocking person or blocking group, and ask them
to move. Once they have cleared the path, the robot will continue navigating.
In the event of encountering a physical obstacle, such as an object blocking its
route, the robot will issue a warning and wait until the path is clear before
resuming navigation. It is assumed that someone will intervene to clear the path
for the robot. Figure 3 illustrates the robot’s response to blockages.

The conceptual models described above have been unified into a single model
to represent the use case, allowing different tasks to be connected or interleaved
to create more complex behaviors. This model has been implemented in the
graphical interface as shown in Figure 4, to facilitate the creation and validation



Formalizing a Social Navigation Use Case in PDDL

Person does m
notlocate J am thatthe person did

not locate and the
process is going to end

Cannot see the
person or sees
multiple people ->
Person Lost

Person located
again

ask the person itwas
following to locate .
check thatitis the

again t
Cannot detect m person itwas
person warn that the person following before

cannot be detected and the
‘ Navigating

process is going to end

Cannot identify m
person warn that the person could

not be identified and the
process is going to end

Person does not > END Sl O Stop)  saythatthe

have permit warn that the person does not process is
have permission to navigate terminated
and the process is going to end

Person checked
again

navigate
again
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of the PDDL domain and problem files. In the graphical interface, blue boxes
represent states and arrows represent the actions that can be performed in each
state. Each state is defined by a set of lifted atoms representing the information
that must be true to execute the action. The formal representation of each state
and action, along with the resulting translation to PDDL code, is the topic of
the next section.
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Fig. 4. Use case modelled using the graphical interface. Blue boxes are the states with
the corresponding predicates that must be true to execute the action, and the edges
connecting them are the actions.

5 Formal Model of the Social Navigation Use Case

The graphical interface enables the modeling of the robot’s behavior by defining
the corresponding planning elements needed to build the domain action model
and automatically generates the PDDL domain. Additionally, it allows the cre-
ation of problems by defining initial states and goals. By leveraging this tool, we
ensure consistency and completeness in the formalization process.

In this section, we elaborate on the steps involved in creating the social nav-
igation use case described earlier, modeled with Automated Planning using the
graphical interface, and present the corresponding PDDL domain and problem
representations. See Section 3 for further details on the planning elements used
to create a PDDL planning task.

Types: Types are used to categorize objects within the planning problem. These
categories help define the roles objects can play in actions and predicates. For
our use case, only the type person was required to identify different individuals.
Other common types for navigation use cases include locations or places, but
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since the robot follows the person regardless of their destination, these types are
not needed.

Predicates: Predicates define properties or conditions that can be either true
or false regarding objects in the domain. They are essential for representing the
state of the world and establishing relationships between objects to provide useful
information during execution. Predicates can include typed variables (7per -
person) to form atoms, representing specific properties of those predicates in
the world state. Some examples of the predicates and atoms defined in the use
case are:

(located ?per - person), (detected Pper - person) and (identified
?per - person) indicate that the person matching the variable ?per is cur-
rently located, detected or identified, respectively. There are more aspects
to take into account, for example, once the robot identifies a person, the
person_detected predicate must hold true until the robot begins to navi-
gate.

— (navigate ?per - person) indicates that the robot is currently in naviga-
tion, following person ?per, while (end_navigate ?per - person) signifies
that the robot has finished navigating after person 7per.

— (external_signal) indicates the presence of an external signal that influ-
ences the robot’s behavior.

— (stop 7per - person) represents that the robot has stopped interacting
with person ?per.

— (farewell 7per - person) indicates that the robot has said goodbye to
person 7per.

— To address interruptions, error signals such as (error_signal_locate),
(error_signal_detect) and (error_signal_lost), which become true
when the robot detects any of these situations. These predicates allow our
PDDL domain to plan responses accordingly.

— (social_blocked) or (physical_blocked) being true indicate that the
robot is currently blocked due to social or physical reasons.

— The (final_state) indicates that the robot has reached the final state of

interaction. This predicate was specifically created to keep track of terminal

states, making it easier to define problems with end goals.

These predicates form the basis for defining and manipulating the state of
the environment and the robot’s actions within it. They allow the PDDL planner
to reason about how to achieve goals and navigate through various scenarios in
the social navigation use case.

States: States are represented by a collection of predicates (or atoms) that
describe the conditions or properties at a specific point in time, capturing snap-
shots of the world. In our case, we define various states that represent different
stages of the robot’s navigation process:
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— The start state includes the predicate (button_pressed), indicating that
the button has been pressed and the robot is ready to start the process.

— States like person_located, person_detected, and person_identified
help us model the flow of actions and add predicates as events occur.

— The navigating state is active while the robot is following person ?per.

— States such as person_no_locate, person_no_detect, person_no_identif,
person_no_permit, and person_lost represent interruptions of the use case
and include the corresponding error signal predicates indicating that some-
thing has gone wrong.

— All interruptions lead to an intermediate end state that includes the (stop
?per - person) atom. This state is not the final state; it serves to prompt
the robot to announce that the process is stopping. After this, the process
transitions to the final_state (illustrated at the bottom of Figure 4).

— The person_regreeted state reached after finding the lost person has the
same predicates as person_greeted (the state right before navigating in
the main workflow). It allows the robot to resume navigation and re-enter
the main workflow.

— The blockage state social_block includes the predicates (social_blocked)
and (navigate 7per - person), showing that the robot is blocked by a
person when navigating. The same applies to the state physical_block.

— The final state in the main workflow, called farewelled, includes the pred-
icates (farewell 7per - person) and (final_state), representing that
the robot has completed its task and bid farewell to person ?per.

The states are all built by grouping relevant predicates to accurately reflect
different stages and conditions during the robot’s operation. They allow the
planner to reason about the necessary conditions a state must satisfy to execute
an action in order to achieve the goals of the social navigation use case, and
enable the control architecture to compare the expected state after executing an
action with the sensed state.

Actions: Actions define the possible transitions between states, representing
changes in the state of the world. Actions include:

— Preconditions: Conditions that must be true in the current state for the
action to be executed.

— Effects: Deterministic changes that occur in the world state once the action
is executed.

They are high-level operators executed by the robot to achieve specific goals
and make changes in the environment. By using these operators, facts are added
or removed, creating new situations that the robot must manage. For our social
navigation use case, we defined various actions to capture the robot’s behavior:

— The action start_navigate has as preconditions (detected 7p), (greeted
?p), (not (social_blocked)) and (not (physical_blocked)) because to
start navigating, the person must be both detected and greeted, and the
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path must be unblocked. This action is part of the Figure 4, and Figure 5
illustrates the corresponding PDDL code automatically generated from the
diagram, that includes those preconditions. Regarding the effects, these are
not derived from the next state but are explicitly specified during the action
definition.

(:action start_navigate
:parameters (?p - person)
:precondition (and

(not (backwards-action))

(detected 7p)

(greeted 7p)

(not (social_blocked))

(not (physical_blocked)))
:effect (and

(navigate 7p)))

Fig. 5. PDDL code of the start_navigate action.

— Figure 6 illustrates the PDDL code for the action say_foundyou, which
is part of the sequence of actions when the robot loses track of the per-
son. In this sequence, the robot has detected the person again and verified
their identity. The say_foundyou action results in the person being greeted,
transitioning to the person_regreeted state, to then return to the main
workflow.

(:action say_foundyou
:parameters (?p - person )
:precondition (and
(not (backwards-action))
(detected 7p)
(checked 7p)
)
:effect (and
(not (error_signal_lost 7p))
(greeted 7p)))

Fig. 6. PDDL code of the say_foundyou action.

— For a physical block, the robot issues a warning, while for a social block, it
requests permission to pass. The final action in both cases is to check for
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available space. We created two equivalent actions, check_space_physical
and check_space_social, which transition from the waiting_for_space
state to the unblocked_way state. These actions also negate the blocked
predicates, allowing the navigation process to continue. See the PDDL for
one of those actions, check_space_physical in Figure 7.

(:action check_space_physical
:parameters (?p - person)
:precondition (and
(not (backwards-action))
(physical_blocked)
(waiting_for_space)
)
reffect (and
(not (physical_blocked))
(greeted 7p)
(detected 7p)))

Fig. 7. PDDL code of the check_space_physical action.

We built the social navigation use case through the definition of predicates,
states, and actions. This approach enabled us to model the main workflow, inter-
ruptions, and blockages. With the help of the graphical tool, we automatically
translated our conceptual representation of the use case into the corresponding
formalization in the PDDL domain, thereby avoiding the typical loss of infor-
mation between translation phases.

Once the domain is already defined, creating a problem instance involves
defining the objects that belong to the types present in the domain, the initial
state of the world and the goals that need to be achieved. The graphical interface
also facilitates this definition by creating objects associated with defined types,
and by instantiating lifted atoms with these objects in both the initial state
and the goals. This is also automatically translated to the corresponding PDDL
file. In this way, given the domain and the problem instance, the planner can
generate a sequence of actions to transition from the initial state to the goal
state, ensuring the robot’s behavior aligns with the desired outcomes in the
social navigation scenario. An example of a problem in PDDL code is shown in
Figure 8.

6 Evaluation

Evaluating the effectiveness of our formalized PDDL domain to generate valid
plans for different scenarios is essential for ensuring the reliability of the robot
in real-world settings. To achieve this, we created various problem instances to
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simulate multiple scenarios, designed to challenge both normal navigation and
more complex situations involving interruptions and blockages. The high level
planning of the actions was performed using the Metric-FF planner [8].

The evaluation is structured around three different situations, we aimed to
test: the normal navigation process, navigation with interruptions where the
process is terminated, and navigation with obstacles (both social and physical).
These cases help identify the strengths and potential weaknesses in the imple-
mented domain. To accomplish this we created problems as explained at the end
of section 5. We provide a description of each scenario and a discussion of the
results and observations of the PDDL plan.

Case 1: Normal Navigation Process

In this scenario, we evaluate the robot’s ability to follow the person without
interruptions or blockages, i.e., we are testing the nominal behaviour of the robot.
The goal is to ensure that the robot can successfully complete the navigation
task from start to finish under ideal conditions. To achieve this, we created a
problem instance with an initial state containing the predicate button_pressed,
and whose goal is to achieve the predicate final_state. The syntax of the
problem is illustrated in Figure 8.

(define (problem ProblemNormal) 0: ASK_LOCATE BOB
(:domain auto) 1: DETECT_PERSON BOB
(:objects 2: IDENTIF_PERSON BOB
Bob - person) 3: CHECK_PERMIT BOB
(:init 4: SAY_HELLO BOB
(button_pressed)) 5: START_NAVIGATE BOB
(:goal 6: CHECK_END BOB
(final_state))) 7: SAY_BYE BOB
Fig. 8. Problem to test navigation Fig. 9. Generated plan for ideal navi-
without interruptions or blockages. gation.

Using the Metric-FF planner, we successfully obtained the expected plan
for this problem where the robot sequentially performs all necessary actions
following main workflow diagram explained earlier, from asking the person to
locate themselves to saying goodbye. The generated plan is shown in Figure 9.

Case 2: Navigation With Interruptions

Navigation can be interrupted under several circumstances: when the person
does not position when requested to, when the robot cannot detect or identify
the person, when the person lacks permission, when the robot loses sight of the
person, or when an external signal interrupts the process. In almost all cases, the
robot is expected to inform that there is a problem and then terminate the pro-
cess. For example, if the initial state of our problem includes (button_pressed) ,
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(located Bob), and (error_signal_detect Bob) (indicating that Bob is lo-
cated but cannot be detected) and the goal is to achieve (final_state), the
generated plan is say_no_detect Bob followed by say_process_stopped Bob.

However, the outcome is different when the robot loses the person. The signal
indicating a lost person (error_signal_lost) occurs while the robot is navi-
gating, so these two predicates form the initial state to simulate this scenario.
The problem to evaluate this interruption is defined as shown in Figure 10. The
resulting plan involves the robot asking the person to locate themselves in front
of it again, verifying that they are the correct individual, and then resuming
navigation. See Figure 11 for the full plan.

(define (problem ProblemLost)
(:domain auto)

PR ASK_RELOCATE BOB
0 ]Jae; s , CHECK_PERSON BOB
_ Bob - person SAY_FOUNDYOU BOB

(:init

START_NAVIGATE BOB
CHECK_END BOB
SAY_BYE BOB

(navigate Bob)
(error_signal_lost Bob))
(:goal

o W N = O

(final_state)))

Fig.11. Generated plan for the lost

Fig. 10. Problem to test the robot los- person scenario.

ing the person during navigation.

Case 3: Navigation With Blockages

This last case examines how the robot handles navigation when encountering
blockages. Blockages can be either social, such as a person standing in the way,
or physical, such as an object obstructing the path. The robot is expected to
recognize these blockages, take appropriate actions to resolve them, and then
resume navigation.

For a physical blockage, the initial state includes the grounded atoms (navigate
Bob) (to simulate that the robot was navigating) and (physical_blocked). In
this scenario, the robot must warn of the blockage, wait until it is cleared,
and then continue navigating. The expected plan is to execute the actions
say_physical_block Bob, check_space_physical Bob, and start_navigate
Bob in that order, which is exactly what the Metric-FF planner generates.

The scenario for a social blockage is slightly more complex. In this case, the
initial state includes the atoms (navigate Bob) and (social_blocked). The
robot is required to navigate to the blocking person, request space, wait for them
to move, and then resume navigation. Therefore, the plan is expected to include
actions such as say_social_block Bob, go_to_block, ask_for_space, and
start_navigate Bob, demonstrating the robot’s ability to handle social block-
ages effectively. To illustrate this, we present both the problem setup and the
plan generated in Figures 12 and 13, respectively.
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(define (problem ProblemLost)

(:domain auto) SAY_SOCIAL_BLOCK BOB
(:objects GO_TO_BLOCK

Bob - person) ASK_FOR_SPACE
(:init CHECK_SPACE_SOCIAL BOB

(navigate Bob)
(social_blocked))
(:goal

START_NAVIGATE BOB
CHECK_END BOB
SAY_BYE BOB

o U WN - O

(final_state)))

Fig.13. Generated plan for social
Fig.12. Problem setup for social block situation.
blockage scenario.

The results from these scenarios highlight the robustness of model in ad-
dressing social navigation challenges. In the normal navigation process, the robot
demonstrated the ability to follow a person efficiently under ideal conditions. The
interruption scenarios showcased the robot’s capability to handle unexpected
issues by terminating the process or resuming navigation when possible. The
blockage scenarios, particularly social blockages, emphasized the robot’s profi-
ciency in navigating crowded environments by requesting space and adjusting
its path dynamically.

7 Conclusions and Future Work

This paper demonstrates the application of Automated Planning to model a
social navigation use case for Social Autonomous Robotics, using a graphical
interface to simplify PDDL model creation. By translating state transition di-
agrams into PDDL code, we streamline the modeling process and lower the
knowledge barriers typically associated with AP, especially for complex tasks
like social navigation. We propose an AP-based model that not only handles
the nominal workflow of a robot following a person but also addresses potential
interruptions and blockages. The use case includes predefined states, predicates,
and actions that allow the robot to react to changes in the environment. A user-
friendly graphical interface aids in modeling the robot’s behavior, translating
visual state transition diagrams directly into PDDL code. This interface bridges
the gap between conceptual modeling and formal planning languages, making
planning accessible to people with less knowledge of PDDL syntax and robotic
software.

One promising avenue for future development is the integration of a Large
Language Model (LLM) capable of translating natural language instructions into
PDDL (Planning Domain Definition Language) code. This advancement would
further simplify the user experience beyond our current graphical interface, en-
abling users who are not familiar with planning and PDDL syntax to define
their use cases in everyday language. Future efforts should focus on training
these models to ensure accurate and efficient translation.
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The proposed model was tested in simulation across various scenarios. The
evaluation showed that the planner could generate valid sequences of actions for
different situations. This makes the work ready for integration into a control
architecture. Therefore, as future work we want to deploy this model into the
final robot operating in a real environment. For that it is necessary to write
first the configuration files (lowToHigh, highToLow and durativeConditions) to
be able to integrate the domain into the execution and monitoring architecture.
Additionally, real-world testing will be done to validate the practical applicability
of this model and identify any areas for improvement.

References

1. Alcazar, V., Guzman, C., Prior, D., Borrajo, D., Castillo, L., Onaindia, E.: PE-
LEA: Planning, learning and execution architecture. In: Workshop of Planning and
Scheduling (2010)

2. Breazeal, C., Dautenhahn, K., Kanda, T.: Social robotics. In: Springer Handbook
of Robotics, pp. 1935-1972. Springer Handbooks, Springer (2016)

3. Geffner, H., Bonet, B.: A Concise Introduction to Models and Methods for Auto-
mated Planning. Synthesis Lectures on Artificial Intelligence and Machine Learning
(2013)

4. Ghallab, M., Nau, D., Traverso, P.: Automated Planning: Theory & Practice. El-

sevier (May 2004)
. Gragera, A., de Mera, C.D., Tudela, A., Cruces, A., Fernandez, F., Garcia-Olaya,
A.: Towards an easy use case implementation in social robotics (2022)

6. Guillén-Ruiz, S., Bandera, J.P., Hidalgo-Paniagua, A., Bandera, A.: Evolution of
socially-aware robot navigation. Electronics 12(7), 1570 (2023)

7. Hatzi, O., Vrakas, D., Bassiliades, N., Anagnostopoulos, D., Vlahavas, I.P.: A visual
programming system for automated problem solving. Expert Syst. Appl. (6), 4611
4625 (2010)

8. Hoffmann, J.: The Metric-FF Planning System: Translating “ignoring delete lists”
to numeric state variables. J. Artif. Intell. Res. 20, 291-341 (2003)

9. Martin, F., Clavero, J.G., Matellan, V., Rodriguez, F.J.: Plansys2: A plan-
ning system framework for ros2. In: 2021 IEEE/RSJ International Con-
ference on Intelligent Robots and Systems (IROS). pp. 9742-9749 (2021).
https://doi.org/10.1109/IROS51168.2021.9636544

10. Mavrogiannis, C.I., Baldini, F., Wang, A., Zhao, D., Trautman, P., Stein-
feld, A., Oh, J.: Core challenges of social robot navigation: A survey. CoRR
abs/2103.05668 (2021), https://arxiv.org/abs/2103.05668

11. Pérez, G., Zapata-Cornejo, N., Bustos, P., Nufiez, P.: Social elastic band with
prediction and anticipation: Enhancing real-time path trajectory optimization for
socially aware robot navigation. International Journal of Social Robotics pp. 1-23

2024

12. éimps)on7 R.M., Kitchin, D.E., McCluskey, T.L.: Planning domain definition using
GIPO. Knowledge Eng. Review (2), 117-134 (2007)

13. Vaquero, T.S., Silva, J.R., Tonidandel, F., Beck, J.C.: itSIMPLE: towards an inte-
grated design system for real planning applications. Knowledge Eng. Review 28(2),
215-230 (2013)

14. Yoon, S.W., Fern, A., Givan, R.: Ff-replan: A baseline for probabilistic planning.
In: ICAPS. p. 352. AAAT (2007)

ot



Quadrupeds Robots in Herding: Metrics for Experimental Validation of
Animal-Robot Interactions

Quadrupeds Robots in Herding: Metrics for
Experimental Validation of Animal-Robot
Interactions

Beatriz Jové!, Alexis Gutiérrez'®, Camino Fernandez!®, Lidia Sanchez'®,

Francisco J. Rodriguez-Leral®, and Vicente Matellan®

Grupo de Robdética. Universidad de Leon, 24007 Leon, Spain
{bjovc,agutf,cferll,lsang,fjrodl,vmato}@unileon.es

Abstract. This paper discusses the evaluation of experiments involv-
ing animal-robot interactions. In particular, the paper focuses on the
evaluation of interactions between quadruped robots and herds of sheep.
This work has been conducted as part of a project aimed at develop-
ing a sheepdog robot, where the evaluation of its performance has to be
assessed. However, the evaluation of the performance of a robotic sheep-
dog has been scarcely faced in the literature. There are competitions for
biological sheepdogs, but most of these are evaluated by a subjective
jury. The main contribution of this paper is the proposal of an objective
methodology that could be used to evaluate both biological and robotic
shepherd dogs, even automatically. The paper also discusses other lessons
learned during the experiments performed involving robots and dogs.

Keywords: Animal - Robot Interaction - Intelligent Robotics - Com-
puter Vision - SELF-AIR project

1 Introduction

Quadruped robots have gathered significant attention in recent years due to
their high flexibility, adaptability, and dynamic performance. These attributes
allow them to maneuver through various terrains much like their biological coun-
terparts, making them versatile for a wide range of applications [4], including
emergency response, military reconnaissance, infrastructure construction, or act-
ing as robotic shepherds [13].

The interaction of robots and animals has been faced in the literature from
different perspectives. For instance, Ethology has greatly benefited from the
use of robots, as using robotic implementations allows for controlled experi-
mentation to understand animal behavior better. On the other hand, behavior-
based robotics [3] have been greatly influenced by Ethology. Even the term
“ethorobotics” [12] has been coined to define this field.

Focusing on the herding domain, the application of quadruped robots can be
dated back to early projects like the Robot Sheepdog Project [15] in the 1990s,
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where wheeled robots were used to herd ducks. Modern approaches seek to ad-
dress the complexities of herding livestock by enhancing robots’ context aware-
ness and interaction capabilities. This involves sophisticated sensor systems and
machine learning algorithms that enable these robots to perceive and adapt to
their environment, thereby improving productivity, animal welfare, and sustain-
ability in livestock farming [8|. This paper focuses on the problem of quadruped
robots for herding.

The design and functionalities of quadruped robots in herding applications
are rooted in their ability to navigate diverse terrains and interact with livestock
in a manner inspired by natural animal movement. Quadruped robots, which
feature four legs or limbs, mimic the movement patterns of four-legged animals,
allowing them to traverse various terrains efficiently. This versatility makes them
ideal for tasks such as herding in remote or rugged landscapes.

Quadruped robots in herding are equipped with advanced sensors and arti-
ficial intelligence systems that enable them to perceive their environment and
adapt their movements accordingly|5]. However, robotic herding poses significant
challenges due to the complexity of the tasks and the need for practical robot-
to-animal interactions. Two primary obstacles are the lack of suitable robotic
herding platforms and efficient herding algorithms for large numbers of animals.
Additionally, there is some social and professional reluctance towards the adop-
tion of robotic herding technologies|10].

In addition to quadruped robots, autonomous drones and ground vehicles
have been employed for herding tasks. For instance, the Sky Shepherd technology
uses drones to muster sheep flocks by responding to animal behavior, aiming to
improve animal welfare [11]. Similarly, unmanned ground vehicles have been
used to manipulate grazing distribution, with studies showing that cows exhibit
evasive responses without significant signs of fear or discomfort [1].

This is another issue that has to be taken into account when evaluating the
behavior of the robots in animal environments, “animal welfare”. While initial
studies suggest that these robots can interact with animals without causing
significant distress, ongoing research aims to ensure that their deployment is
both effective and ethical [7].

Studies as [9] have shown that animals’ initial responses to a technological
intervention are followed by lower levels of usage as the product ceases to be
new. This “novelty effect” has been identified and discussed in human—computer
interaction, and it will also have to be taken into account in the evaluation.

Experimentally validating the performance of robots interacting with biolog-
ical beings, humans or animals is challenging, and the main problem faced in
this paper. Several approaches to this problem can be found in the literature, for
example in [14], a method for evaluating animal performance when interacting
with technology is presented. In it, an access control prototype is designed to
be used by Mobility Assistance dogs to open doors for their owners. To evaluate
the usability of the button, a trial was designed where metrics like the time it
takes for the dog to open the door, its independence while doing the task (the
need of commands from the trainer), the total time the dog touched the proto-
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type, the number of attempts to open the door, and more were recorded. This
demonstrates that objective metrics can be applied to measure the performance
of an interaction.

When focusing on evaluating the herding capabilities of quadruped robots in
herd management, biological sheepdogs should be considered in the first place.
The Swedish Sheepdog Society used a standardized method [2], “Herding Trait
Characterization (HTC)”, to describe herding behavior of individual Border Col-
lies for breeding purposes. The HTC is a non-competitive method to describe
how individual dogs typically expressed a number of traits considered impor-
tant for herding ability. The two versions of this method are based on subjective
interpretation of the performance of the dogs by the judges.

In the same way, in Australia, the “Herding Dog Assessment Form—Personality
(HDAF-P)” has been proposed [16] to facilitate collection of data on relevant
behavioral phenotypes of large numbers of working Kelpies and to apply the
HDAF-P to identify personality traits needed for herding dog performance.

The use of video recordings as a main source of information has already
been proposed in the literature. In [6], video recordings of herding in a yard-
based competition trial are used to identify the most significant interactions.
Specialized software was designed to identify behaviors as, for instance, the dog
chasing the sheep and a group of sheep escaping the main flock; or a single sheep
escaping the flock and the dog chasing it; or more relevant ones for our study as
the sheep initiating movement followed by the dog.

The rest of the paper is organized as follows. Section 2 proposes a method
(named VBES) for evaluating shepherd dogs, both biological and robotic ones
based on video recordings. Section 3 presents two different scenarios where the
VBES method has been used. Section 4 discusses the results obtained by VBES in
the two scenarios, analyzes statistically the significance of the data, and summa-
rizes lessons learned using the proposed method to a case. Last section presents
the conclusions and future work envisioned.

2 Video-Based Evaluation of Sheepdogs (VBES)

This paper proposes a new method to record and evaluate the interactions be-
tween a herd and a sheepdog. This evaluation will then be used to compare the
herd interaction with a traditional sheepdog and a quadruped robot performing
the same task. The aim is to determine whether it is possible to perform this task
using technological methods without compromising the results or the welfare of
the herd.

The proposed method consists of three stages: video recording, data process-
ing and feature extraction. The first step in this process is the acquisition of
videos reflecting the interaction of the herd with both a herding dog (Animal-
Animal Interaction) and a quadruped robot (Animal-Robot Interaction). After
some consideration, the use of third person videos for evaluation has been deemed
the best choice, in particular drone-based, if possible. On one hand, there is a fair
amount of videos of this type online, which can be seen with a simple Youtube
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search. These videos can be obtained from ground cameras, drones, etc. However,
not just any video will do for this evaluation. Standards and protocols should
be established to try to standardize and facilitate the evaluation.

Even following protocols to reduce the difference in the tests as much as
possible, there are other factors such as weather conditions, time of day or even
herd mood, which are difficult to monitor and modify and which affect the
experiment significantly. Therefore, it is essential to attempt to make the relevant
modifications within the available capabilities to reduce the differences between
the experiments as much as possible, significantly reducing the impact of other
conditions on the tests.

As a consequence, it is important that the videos are taken under the same
conditions for both interactions so that the evaluation metrics are as fair and
accurate as possible. This means using the same recording equipment, positioned
at the same distance and orientation for both sets of interactions. Additionally,
the testing area must remain consistent, featuring the same obstacles, to ensure
that the tasks performed present the same challenges and advantages in all
scenarios.

Regarding feature extracting, the intent is to calculate the distances between
detected objects. This can be done in pixels, or, by knowing the real-world
dimensions of an object (such as the quadruped robot), the pixel measurements
can be converted to another unit. The distances between each detected sheep
and the sheepdog or robotic dog can give a sense of how the herd reacts to the
different dogs.

Taking into account all of the above, the proposed method is detailed as
follows:

Video recording Data acquisition should be conducted using a flying drone
positioned just above the experimental area. By angling the camera directly
toward the ground, a 2D view of this area can be captured, which is helpful
for measuring objective metrics directly from the images.

Data processing Once the data is acquired, the next step is to process it so
as to extract features to help develop metrics and compare the interactions.
Using YOLOVS, the sheep, sheepdog and robot can be tracked throughout
the frames. This involves not only detecting the objects, but also associating
them between frames to identify each object as unique. This means main-
taining a consistent identity for every object throughout the video, which
allows for accurate tracking of their movements and interactions over time.

Feature extraction The center of each bounding box is extracted, and the
Euclidean distance between the boxes is calculated. This way, the maximum,
minimum, and mean distances between the herd and the dog are extracted
to facilitate the evaluation. Lastly, the maximum distance between sheep
is also recorded for each frame. This metric can provide insight into the
compactness of the herd and help indicate if a sheep is straying away from
the rest. The object speeds are calculated using the positions of the bounding
boxes and the frame rate of the videos. Instead of calculating speeds frame
by frame, they are calculated at specific intervals, as objects may not move
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significantly between consecutive frames. Similar to distances, the maximum,
minimum, and mean speeds of the herd are noted, along with the speed of
the dog.

Table 1 summarizes the results obtained after applying the proposed method,
which corresponds to the final organization of the dataset’s attributes by rows,
along with a brief description of each attribute’s meaning.

Dataset attribute Description
frame Frame number
List of all bounding boxes in the frame: each one contains
frame bboxes the id, class label and coordinates x1, y1, x2 and y2 of the
box
s List of all euclidean distances between the detected sheep
distances S
and the dog in pixels
min_distance Minimum of ‘distances’
max __distance Maximum of ‘distances’
avg distance Mean of ‘distances’

Maximum euclidean distance between two sheep to give
insight into the compactness of the herd
List of the speeds of all detected objects in an interval of

furthest sheep_distance

speeds 5 frames obtained by comparing the positions of the
objects in the initial and final frame
dog speed Dog speed extracted from ‘speeds’ for easier data analysis
min_speed Minimum of ‘speeds’
max _speed Maximum of ‘speeds’
avg speed Mean of ‘speeds’

Table 1: Organization of the extracted data, each row represents a column in
the final dataset

To provide further insight into the process, a more detailed explanation is
necessary. Once the videos have been acquired, a YOLOv8 model is used to
analyze them. Several models have been tried for the different videos and their
detections have been analyzed through visual inspection. For instance, the ‘large’
model was more capable of detecting the quadruped robot compared to the ‘ex-
tra large’, which did not detect anything at all. ‘The large’ model made some
mistakes, such as misclassifying the robot as other categories (motorcycle and
zebra). However, these errors can be addressed in the code by identifying which
classes are being incorrectly assigned to the robot. Moreover, with the ‘large’
model, sheep were sometimes detected as birds, but this was also corrected later
in the code. This issue could be prevented by creating a dataset for the recogni-
tion of the robotic dog, which will be addressed in future work.

For the distance estimation, as the measures used are pixels, every single
frame must have the same dimensions. This ensures that the recorded data
is not biased. For the speed estimation, the frame rate of the videos must be
known. Note that the extracted speed is not measured in m/s, but is the ratio
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between pixels and number of frames respectively. To ease the workload, all
videos have the same frame rate. The frames for this experiment have a resolution
of 1920x1080 pixels, and a frame rate of 30 fps.

It is also important to note that while YOLO is great at tracking, objects
sometimes go out of frame, so their ID is lost. The sheep also have a natural
tendency to go towards the center of the herd, so that they are not exposed at
the sides. This behavior flourishes when the sheep face an intruder, much like an
unknown sheepdog. When a sheep goes into the core of the herd, its ID is likely
to be lost. This is relevant when trying to estimate the speed of the objects, as
it is based on the IDs of the objects and their association between frames.

The created dataset has quite a few missing values. This is due to different
reasons. If the dog is missing from the frame, then the attributes ‘distances’,
‘min_ distance’, ‘max_ distance’ and ‘avg distance’ will surely be empty. If one
or fewer sheep are detected, ‘furthest sheep distance’ will also be empty, as
there needs to be at least two sheep to calculate this distance. The speed related
attributes can also have missing values, as the speed estimation is performed
across a window of frames, in this case five. If the dog or herd are not in one of
the two selected frames, the speed cannot be calculated and will be left empty.

The proposed method has been tested in two real scenarios and the whole
process is described in the next section.

3 Use cases

As this work is inspired by sheepdog trials and competitions, the tasks to be
performed are similar to those found in such events. Some proposed tasks include
guiding the herd through a “gate”, conducting the herd to a different fenced area
or maneuvering the herd inside or outside a “pen”. The pen is an improvised
structure made out of gates with an opening and, normally, a door to close it.

The proposed method, VBES, has been put to the test with two experiments:
a professional sheepdog exhibition and a sheep pen scenario with the robotic
sheepdog.

3.1 Sheepdog exhibition

A professional sheepdog exhibition was held during the execution of this project.
Its aim was to showcase the natural talents of sheepdogs and the required skills
to perform their daily tasks. Figure 1 shows the layout of the course to be
completed by the professional sheepdogs. It included two parts: one for testing
the dogs’ obedience and another for evaluating the dogs’ control over the herd.

The first part consisted in a short curved path marked by flags, depicted in
the image as red and white circles. The dog must cross between the flags marking
the path for this part of the trial to be completed (see Figure 2). The shepherd
is constantly shouting or whistling to command the dog to go left, right, stop,
come back, etc. The obedience test can be skipped for this experiment, as a
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Fig. 2: Sample of the first test of the trial: the dog following the marked path

robotic dog is remotely controlled by the shepherd and can hardly be beaten by
a traditional sheepdog in this task.

The second section of the test involved the dog approaching the sheep and
leading them to the pen (see Figure 3). The dog should be cautious not to get
too close to the sheep when establishing first contact, as this could lead to them
running away and make the task harder.

Sheep will instinctively run away from the dog, so the dog must approach
them slowly to get them inside the pen (see Figure 4). However, the sheep are
naturally repelled by the pen, especially if the fences that comprise it are solid
or opaque. As the herd realizes it is a dead end, it will avoid going inside.

It is important to note that the shepherd should not move from the assigned
position throughout the trial. This is to ensure the dog can work without the
shepherd at its side. However, if the sheep become stuck, for example, in a corner,
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Fig. 3: Sample of the start of the second test of the trial: the dog approaching
the herd

Fig. 4: Sample of the end of a successful trial where the herd is inside the pen

the shepherd can help the dog by making movements and noises or by using a
crook.

The optimal way to collect data is using an unmanned aerial vehicle directly
above the field with the camera angled downward. This way, all recordings would
be at a consistent height above the ground, ensuring a ‘2D’ perspective. Later,
when processing the data, images taken from this angle would allow for more
precise measurements of distances between detections, as well as more accurate
speed calculations.

However, due to weather conditions and flying drone area restrictions, data
could not be recorded using the desired method. Instead, videos were recorded
with a standard smartphone by a person standing on top of the fence.

The quadruped dog was unable to participate in the competition, so VBES
will be applied in this case only to biological sheepdogs.
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3.2 Sheep pen scenario

This experiment was carried out in the Experimental Farm® of the University of
Ledn. In this scenario, the sheep had to remain inside the pen because the area’s
airspace is restricted, preventing outdoor drone flights. The sheep pen has an
elongated rectangular shape, so the drone was positioned close to the ceiling at
one end so that the videos would capture the clearest view possible (see Figure
5).

This particular herd is unaccustomed to any sheepdog, so their nerves may
be more heightened compared to the other herd. However, at the time of these
recordings, the herd had interacted with the robot on about four occasions over
several months.

Since a fenced “pen” could barely fit inside the sheep pen, and it was previ-
ously stated that the obedience test was unnecessary, the intent was to move the
herd from one side of the sheep pen to the other and analyze the interactions.
As the space is smaller and more elongated than the one in the sheepdog com-
petition, the sheep seemed to feel more enclosed and run away from the robot.
The experiment consisted in trying to lead the herd in a calm manner from one
point of the sheep pen to the other, repeatedly.

Fig. 5: Sample of the recordings of the robot-herd interaction inside the pen

3.3 Data processing and feature extraction

The proposed method for data extraction was applied to the data collected in the
two scenarios mentioned above (see Figure 6). The objects detected by YOLO
as ‘sheep’ are depicted in blue, while the ones detected as ‘dog’ appear in red.

4 Evaluation

In order to validate the VBES method, a first simple test was to determine
whether there are significant differences between the sheepdog exhibition and the

! https://centros.unileon.es/veterinaria/granja-experimental/
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Fig. 6: Modified YOLOv8 detection output for the sheepdog (left) and the robotic
dog (right) experiments. Objects labeled as ‘sheep’ are depicted in blue, and
those labeled as ‘dog’ in red.

sheep pen scenario. Eight different videos were analyzed. Four of them belong to
the professional sheepdog exhibition, their length ranging from 4 to 8 minutes,
and the remaining four, to the sheep pen experiment with the robot, with lengths
between 2 and 7 minutes. The videos have a resolution of 1920x1080 pixels, and
a frame rate of 30 fps. Data from every frame has been extracted, following the
attributes depicted in Table 1. In total, the dataset contains 75,323 samples, one
for each frame.

Among all the attributes of the dataset, four variables have been selected
to be analyzed in order to obtain a general description of the behavior of both
herds and both herding methods (real dog vs. robot):

avg _distance The mean of distances from the dog to each sheep.

min_distance The distance between the dog and the closest sheep of the herd.

dog__speed The speed of the dog.

avg _speed The speed of the herd, as the average of the speed of each sheep in
it.

The statistical analysis of the data obtained through VBES shows that it
does not follow a normal distribution, so the Mann-Whitney non-parametric
statistical test was selected to compare the samples.

This test shows that there is a statistically significant difference between the
dog and the robot for the avg distance indicator (W = 1.3282107;p < .001),
with mean values of 474.722 and 583.758 for the dog and the quadruped robot
respectively. min_ distance indicator also shows a statistically relevant trend
(W = 1.7032107; p < .001) with means of 322.112 for the sheepdog and 288.216
for the robot.

The analysis of the dog _speed variable shows a statistically significant dif-
ference as well (W = 8.9032108;p < .001), with means of speed of 54.431 and
4.010 for the biological dog and its robotic counterpart respectively. Finally, a
statistically meaningful trend has been also observed at the analysis of the herd
speed with the avgspeed variable (W = 6.353210%;p < .001) with means of
speed of 71.625 for the herd shepherded by a real dog and 76.908 for the herd
shepherded by the robot.
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The average distance from the dogs to the center of the herd is also different
in both cases, being the sheepdog the closest one in general to the sheep, which
reveals that the biological dog needs to get closer to the herd to move it in the
desired direction. In fact, it is common for sheepdogs to bark, push and even
bite the sheep to make the herd follow their instructions. This can be seen in
our dataset, which sometimes shows a value of 0 units in the minimum distance
between the dog and the nearest sheep. This never happens with the robotic
dog, as it never gets close enough to the sheep to touch them.

However, analysis of the data shows that, in general, the robotic dog is closer
to the nearest sheep than the real dog. This can be explained by the fact that
the herd in the second scenario was enclosed inside a shed and could not move
further away even if it wanted to.

The analysis carried out on the variable dog speed shows that the speed
of the robotic quadruped is significantly lower than the speed of its biological
counterpart, as expected. Although this is a clear disadvantage for the robotic
dog compared to the real one, it can actually be compensated by the fact that
the robot is remotely operated by the shepherd, whereas the real dog usually
needs commands to carry out the assigned task and does not obey immediately.

The last variable analyzed, avg speed has also shown a significant differ-
ence between the behaviors of both herds. In this case the sheep used with the
quadruped robot moved faster than the sheep used in the first scenario, which
can be explained by the fact that in the second experiment the sheep were con-
stantly moving around the whole area of the sheep pen while the herd used with
the biological dog was sometimes stationary. In addition, it was found that the
sheep became more frightened at the beginning of the test with the robot, which
undoubtedly also increased their average speed during the experiment.

4.1 Lessons Learned

In addition to the conclusions drawn from the statistical analysis, the experi-
ments carried out have also provided some valuable lessons. The goal was to
design an objective way of measuring the performance of sheepdogs and robotic
dogs equally, for this, at least a trained sheepdog, an expert shepherd, a herd
and a quadruped dog are needed. The first lesson is that these elements are quite
difficult to obtain.

We did have the opportunity to attend an exhibition show of professional
sheepdogs and record the development of the trials. The recorded data from
the exhibition was later analyzed. Since the goal is to differentiate between the
sheepdog and the herd, YOLOv8 detection was applied. However, several people
brought their own dogs with them so, in certain frames, the model was detecting
multiple dogs.

The second lesson is that real scenarios are really unpredictable. In particular,
to solve this issue, once the bounding boxes of the herd were obtained, their
centers were calculated and all dogs that were not the closest to the herd were
ignored.
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Another issue that emerged was the more frequent occurrence of sheep being
detected as dogs than anticipated in real scenarios in particular when analyzing
the data recorded in the experimental farm with the herd and the robotic dog.
However, because the shapes of the herd inside the pen are not as ‘circular’ as in
the competition field — due to the pen’s elongated shape and the limited space
for the sheep to move freely — adjusting the detected dog to be the one furthest
from the herd does not significantly impact the results.

Other issues involve the inability to film the interactions with an unmanned
aerial vehicle from above as desired. In spite of this, the designed method should
be valid to evaluate data recorded that way, providing more reliable informa-
tion about the metrics. Furthermore, using a UAV for recording allows for the
calculation of actual distances and speeds in units such as meters and meters
per second (m/s). This is achieved by knowing the size of an object appearing
in the video, such as a quadruped robot or a dog. Since the drone films from
a constant position, the object’s size in the video remains relatively constant,
enabling accurate conversions from pixels to meters. Similarly, by knowing the
speed of the video, it is possible to perform the necessary calculations to obtain
speeds in meters per second.

5 Conclusions and Further Works

The idea of evaluating the quadruped dog against a regular sheepdog came up,
but how could this be made possible? Sheepdog trials appeared to be a promising
starting point. They are a way to evaluate the performance of real sheepdogs,
so it seemed obvious that would be the right way to do it. However, in these
competitions every participant starts with the total score and there is a jury
who, somewhat subjectively, deducts points every time the dog does something
incorrectly or not perfectly. Since there have not been competitions in the area
and time of this investigation, simply participating with the robotic dog in one
of them and obtaining a measure of its performance has not been possible.

The main contribution of this paper is the proposal of a method for the per-
formance evaluation of robotic sheepdogs based on video analysis. There are no
comparable proposals in the literature for robotic sheepdogs, only for biological
ones. A preliminary formalization of the method has been made and tested on
recordings of two different environments with real sheep, one involving a real
dog (outdoors) and the other one with the robotic dog (indoors).

The data obtained from the automatic analysis of the videos shows that the
method is feasible, although significant differences have been found between the
biological and the robotic sheepdogs. It must be taken into consideration that
an actual sheepdog runs faster than the robotic dog used for this experiment,
which can only reach a speed of 1.6 meters per second. Despite this, due to the
slow movements of the robot, the sheep seemed not to run away as quickly as
they do with a traditional sheepdog.

Some missing values are always expected in datasets that come from a real
world experiment, and they do not present a problem. However, too many in-
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complete samples can slow down the project and lead to inaccurate results. For
this specific case, labeling the data for model training would have been beneficial,
but time constraints were a limiting factor.

Future works envisioned comprise the extension of the experiments, poten-
tially repeating them with the same herd and in the same area to ensure fairness
and consistency in the results. The videos could be recorded using an unmanned
aerial vehicle, so that the view is the same for both scenarios and the extracted
values for the metrics are more consistent. Ideally, several tests should be de-
signed so that more data can be recorded.

Another possible line of action proposed by livestock experts could be the
inclusion of objective measures of herd disturbance in both cases. In this sense,
their lactation performance or cortisol levels could be measured. This approach
would provide a deeper insight into animal welfare, ensuring that technological
applications do not compromise it.
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Abstract. Robots working and interacting with people in daily life sce-
narios require to be aware of their context, both physical and social.
Predictive capabilities allow the robot to adapt to its context, and are a
key component of awareness. This paper presents a system that uses the
current and past context knowledge to infer future context. This system
is integrated into CORTEX, a cognitive architecture where immediate
context is represented as an oriented graph, the Deep State Representa-
tion. The proposed approach is based on collecting and classifying all the
information obtained from the executions of use cases performed in the
past by the robot. Then it uses these data to train a Graph Neural Net-
work to predict the next configuration of the Deep State Representation.
The used neural network is a graph convolutional network. This kind of
network uses the information of adjacent nodes in order to make predic-
tions in the graph. The results presented in this paper shows that the
proposed system is able to predict next states with a precision close to
100% for a known use case, using manually generated data for training,
validation and test.

Keywords: Social robots - Graph Neural Network - Robotics Cognitive
Architecture.

1 Introduction

Service robots are currently receiving a growing interest in several application
domains, such as industry, hospitality, health and social care, or home assistance,
among others [1]. In these domains, robots must be able to interact with the
users using natural channels in order to be useful [3]. One topic that has been
explored in the last years for improving this interaction, is self-adaptive robotics
[7]. Robots able to adapt to their social context must first monitor their internal
and external context information. Then, they use this information to adapt their
configuration and course of action at run-time, to better fit their behavior with
what the user expects from them. Self-adaptation mechanisms used by these
robots can benefit from the previous executions of the robot, in order to improve
the interaction with the user in terms of acceptance and usefulness. In this vein,
neural networks can be used to learn from previous experiences, allowing the
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robot not only to know the most probably next state at run-time, but also to
simulate different scenarios before the robot is deployed on a real environment.

This work aims to infer the internal state of robots within the CORTEX
cognitive architecture [2] which is currently used in various fields, including so-
cially assistive robotics, driverless vehicles, intralogistics, and telepresence. The
increasing demand for robots in these fields due to factors such as the aging pop-
ulation, the need to reduce the carbon footprint, the new demands in logistics,
and the COVID-19 pandemic, is expected to lead to a significant growth in the
application domains and perspectives of use of CORTEX in the coming years
[1].

In CORTEX, the internal state of the robot is represented as a multi-labeled
graph (the Deep State Representation, or DSR) that holds symbolic and geo-
metric information within the same structure. The idea presented in this paper
is to build a Graph Neural Network (GNN) capable of simulating and predicting
the state of the DSR at any given time. The main reason to use a GNN to pre-
dict future states, instead of a different kind of network, is because the DSR is
represented as a graph, and graphs are the inputs of the GNN. These predictions
can help with simulating and developing future features for the robot. Moreover,
predictive capabilities may allow the robot to adapt to its context. They also
add an extra simulation layer to the robot, to check its behaviors before it is
put into operation. This can help prevent future issues and speed up testing, as
the state of the robot can be simulated without the robot being present, just by
observing the internal state.

The built GNN collects and classifies information obtained from different
simulations performed in the past. This neural network has been built from
scratch. Each node and edge are the output of a classic neural network, which
will in turn have the rest of the nodes and edges as input. This decision was made
because no other network studied considers the values of the edges, although
similar networks have been used in the past and have yielded good results [§],
(4], [10].

The rest of the paper is organized as follows: Section 2 provides details about
the CORTEX cognitive architecture. Section 3 describes our implementation,
providing details about the most relevant components in our software architec-
ture. Experimental results are presented in Section 4. Finally, conclusions and
future work are drawn in Section 5.

2 CORTEX cognitive architecture

CORTEX |[2] is a cognitive architecture based on three main points: modularity,
internal model and graphic representation. CORTEX is also a framework de-
signed to support early forms of intelligence in the real world and human-robot
interaction, being able to select and decompose the robot capabilities. Those fea-
tures has been translated to computational modules or agents that communicate
with each other using a shared (and distributed) blackboard called Deep State
Representation (DSR), which is able to store symbolic and geometric information
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Fig. 1. An example of a CORTEX instance for a socially assistive robot.

as a multi-labelled graph. The DSR is a representation of the immediate context
around the robot: the objects, the humans and the robot itself. All those entities
are detected and transformed in different abstraction levels. Fig. 1 shows an ex-
ample of a CORTEX instance employed for a certain socially assistive robot. As
detailed above, software components connect via agents to a shared DSR. These
components can be programmed using different languages and frameworks, and
in fact they can be deployed in different hardware devices.

CORTEX agents are classified as perceptual, reactive, and deliberative agents.
Perceptual agents are connected to sensors and update the DSR with the con-
text information. Reactive agents aim to provide fast responses to changes in
the DSR. Deliberative agents are responsible for making decisions, in order to
achieve a given plan.

Figure 2 shows a simplified example of a DSR graph. In this example, the
robot is in the same location than the person, and it is linked to other nodes
that represent subsystems and actions, such as speaking, showing, battery, etc.
Agents are reading the DSR to search for events/changes that trigger specific
task-solving skills, and implement this mapping in their internal logic. Thus,
they can annotate that currently the robot is not speaking or that the robot is
charging its battery (using the is_charging edge between robot and battery).
More details about the DSR can be found in [2].
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Fig. 2. DSR initial state

3 Prediction agent

A cognitive architecture that counts with predictive mechanisms will be more
agile in simulating and testing new algorithms and behaviours. This paper aims
towards this feature. It proposes the inclusion in CORTEX of a deliberative agent
able to predict the next states, that uses the DSR as input of a GNN (Graph
Neural Network). GNNs are neural networks that work like an image recognition
network, with the particularity that GNNs analyze graphs instead of images.
Hence, the network will analyze each node, and the contiguous nodes linked to
it by edges. These data will be used to predict next graph configurations and
next robot action, in the same way that an image recognition network considers
each pixel, and the contiguous pixels.

In order to create this agent we used a GNN with one convolution layer.
It has one layer because we are considering, in this first implementation of the
system, that there are no more than two edges between nodes (as shown in Fig.
2). It was assumed that our experiments do not build larger graphs, although
the model used can be improved by adding more internal layers (no more than
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2 or 3 [6]). The proposed GNN was built using the PyTorch geometric library,
which provides the tools to write and train GNNs using different methods for
deep learning in graphs'. This network is used as a semi-supervised node with
an adjacency matrix as input representing the graph [6]. The matrix has been
built using the data of the graph and their vertex, creating a dataset of graphs,
where each graph corresponds with a status of the DSR. The convolution layer
(which is hidden), implements a typical convolution layer. It is connected to a
linear output layer, which applies a linear transformation to the incoming data.
Cross entropy has been used at the output, having as many outputs as possible
states of the graph. Then, arguments of the maxima (argmax) have been used to
find the biggest value of the output, corresponding with a label that represents
the status of the graph. Those labels were previously converted to numbers,
allowing them to be used as input/output of a neural network. Regarding the
dataset used for training, validation and testing, more details are presented in
the data acquisition section 4.2.

4 Experiments

In order to show how the GNN can predict the next states using the DSR, we
used one of the use cases implemented by a Socially Assistive Robot (SAR)
with the goal of proving how predictable the DSR is, and therefore, proving that
robot actions can be predicted just using the DSR. The results generated from
the GNN will be validated by comparing them with the outputs obtained from
the use case execution.

4.1 Context and use cases

In this paper we used one of the use cases implemented by a Socially Assistive
Robot (SAR) that integrates an instance of the CORTEX architecture, shown
in Fig. 1. The basis of this robot is the CLARA robot [9], developed within
the CLARC EU project ECHORD++ (FP7-ICT-601116). CLARA is currently
deployed in a retirement home, where it performs different use cases. The exper-
iments in this paper focus in one of these use cases, the town crier [5]. In this
use case, the robot moves to a specific goal, and there it announces relevant in-
formation, such as the daily menu. The implementation of this use case requires
different modules that read from sensors and update the DSR. For instance, the
robot must be able to speak or navigate autonomously, avoiding obstacles and
reaching different goals. All the context information and current state of the
robot is available in the DSR. Thus, any agent running in the system can read
and use it to perform specific tasks.

As it was detailed before, in the town-crier use case the robot must reach a
specific goal and then reproduce a message to the residents. This message is also
shown in the tactile screen located on the chest of the robot. The DSR stores all
relevant information related to the use case, both symbolic an geometric.

! https://pytorch-geometric.readthedocs.io/en/latest/
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One important node in the DSR is the server node, as it is the server agent
the one in charge of requesting for new actions depending on the context. Robot
actions themselves are annotated as nodes and linked to this server node, (e.g.
see Fig. 12). Thus, when the robot wants to perform a specific action, a new
action node is created and added to the DSR, and then a new request edge
from the server node to the new action node is also created. An agent that
implements the text-to-speech (TTS) algorithm will be aware of these changes
and will change the DSR in order to start the use case reproducing the provided
message on the robot screen.

The following items provide a deep description of how the DSR changes to
make the robot speak a phrase (i.e. perform a say action):

1. Figure 11 shows the initial state of the DSR.

2. Once the message to say is shown in the robot screen, a new node called say
appears (see Fig. 12). This node has an attribute called text to say that
stores the message to be reproduced.

3. Then, as shown on Fig. 5, a new link between robot and say is created (the
so called is_performing), and the robot starts speaking.

4. When the robot finishes speaking the edge between robot and speaking changes
to finish (Fig. 6).

5. After that, finish is changed to finish_ with_planner_ack as a finished con-
firmation from the robot is needed. This is a requirement from the planner
agent that needs the end confirmation. This can be seen on Fig. 7.

6. Finally, the DSR goes back to the initial state (Fig. 7).

4.2 Data acquisition

The proposed approach is based on collecting and classifying all the information
obtained from several executions of the use case performed on real scenarios.
The data (log files) obtained from these executions were transformed into CSV
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files. Each CSV file contains information of a node, and each row represents a
specific state in the DSR. The node information is stored in different columns:

ID: An unique node identifier.

action id: Identifier of the action performed by the robot.
exists: It is a number that represents the existence of the node (1: exists, 0:
does not exist).

session _id: Unique identifier to the node in the current session.
node_from x: Nodes connected to the current node.

vertex state x: Label of the edges pointing to the node.

name: Node name.

last _action: It is the last action performed by the robot.

action group: It is the high level action the robot is performing.
next action: It is the expected next action.

Thus, a CSV file for each node is needed to represent a complete DSR graph.

Figure 8 shows a CSV file example for a node called say and how it has evolved
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during the use case. The say node appears (ezists column is updated to 1) in the
DSR when the robot is performing the require message action. At this moment
of the use case, the say node is connected to a node with an id of 63 through
the request edge label (see vertex state). The next action to be executed by the

robot will be playing message, as the next action column shows.

id action id exists  sessionid nodefrom vertexstate name lastaction action group next action
100 init 0 1 “Lsay reproducing message_from_ui require_message_from_ui
100 require_message_from_ui 1 1 63 request  say init reproducing message_from_ui playing message._from_ui
100 playing message_from_ui 1 1 63 request  say require_mes reproducing_ message_from_uifinishing_message_from_ui
100 finishing_message_from ui 1 1 63 request  say playing mes reproducing message_from_ui finishing_ message_from_ui_with ack
100 finishing_message_from_ui_ with_ack 1 1 63 request  say finishing_mereproducing message_from_ui message_from_u finished
100 message_from ui_finished 0 1 - L say finishing_me reproducing message_from_ui init

Fig. 8. Example of a CSV file.

node_from lvertex_state 1

1 1
Lis_performing
Lis_performing
Lis_performing
E 1

As it was previously detailed, a node can be connected to more than one
node. For instance, when the robot is performing the playing message action
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the say node is still connected to the node 63 with the request edge, but also to
the node with id of 1 (see node_ from_ 1) through the edge called is_ performing.
4.3 Results

In our experiments, the GNN developed has been able to predict the next state
of the DSR from the current state of the graph. The GNN returns the action
name of the next state of the DSR, that corresponds with the name stored in the
column next_ action (check figure 8, column next_ action). For instance, Fig. 9
shows a simplified representation of the current state of the graph (which is the
initial state) used as input of the GNN, and Fig. 10 shows the next predicted
state (the GNN output).

Cunrant graph

Fig. 9. Current state of the graph.

Next graph

Fig. 10. Next state of the graph

As it is shown in the figures 9 and 10, a new edge has been created between
nodes 5 and 6, which correspond with the nodes server and say. In the figures 11
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and 12 it is shown how the graph has evolved in the current use case. Therefore,
it can be observed that the predictions are correct as the graphs are similar.
Also, the current graph and the next graph status are the same.

As Fig. 12 shows, the node 100 has been added, and also a link between
the nodes identified as server and say. The comparison between figures 9 and
10, and figures 11 and 12, shows that the system has been able to successfully

predict the next states for the DSR.
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Following the use case, the next step will be the creation of a link between
nodes say and robot, when the robot start speaking (Fig. 5). During the exper-
iment, if the graph presented on the figure 12 (or figure 10) is used as input of
the GNN, the output will address to the next status of the graph in the use case.
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This output of the experiment can be shown in Fig. 13.

The next state of the graph, as the use case presents, will maintain the graph
as it is, but will change the labels of the vertex. The vertex will remain on the
DSR for two iterations, until the message ends. After it, the link between nodes
say and robot and the link between say and server will disappear, bringing the
graph to the initial state as Fig. 14 shows. This state corresponds with Fig. 11
in the use case.

Next graph

Fig. 13. The node say links with the robot.
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Next graph

Fig. 14. The graph goes back to the initial status.

5 Conclusions and Future Work

In this paper, we performed the first steps towards using neural networks to infer
the status of the DSR graph. We developed a GNN able to predict future status
of the graph during a use case, obtaining an accuracy near to 100% predict-
ing the next state of the graph. To reach those results, a procedure to acquire
data from the robot has been implemented, creating the first available dataset of
the DSR data. It opens a new world of possibilities in the robotic investigations,
making it possible to predict the internal status of the robot, and its next actions.

Considering the obtained results in the performed tests, further work will
focus on adding more values to the nodes and include their attributes in the
prediction system. Hence, the DSR stores a lot more information than used in
these tests. Moreover, the robot is currently performing several more complex
use cases in the retirement home: data collected from the execution of these use
cases in real environments will be included in the dataset.

All this information can be used to improve the graph predictions, aiming
towards predicting how the attributes of each node change during the execution
of different use cases. It is also interesting to include the labels of the links, and
to extract the data directly from the robot logs in order to have a bigger dataset.
Finally, using this bigger dataset, the possibility to automatically generate the
graph, using generative Al, will be explored.
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Abstract. As in many other disciplines, social robotics has been influ-
enced by the advent of new trends in massive data acquisition and pro-
cessing. While there are several areas where algorithms directly trained
from data are exceedingly useful, such as object detection or speech
recognition, the core reasoning of a robot still requires knowledge pro-
vided by human supervisors, rather than being directly derived from
data. In this work, we analyse the role of ontologies and causal reasoning
for this purpose, and we review the necessary steps to adapt existing
ontologies to a specific use case within the INSIGHT research project.

Keywords: Robotics - Ontologies - Causal Reasoning

1 Introduction

Understanding their environments as humans do has been a long-standing goal
and aspiration for social robots. In this regard, robotics has evolved significantly
from traditional reactive behaviours, where there was no need to understand
the surrounding environment. Reactive paradigms were replaced by deliberative
(or hybrid) ones, where robots identify and internalise the objects and agents
around them, as well as the events occurring during their interactions with the
environment. All these data are used, along with plans and strategies, to select
the best robot actions. Deliberative reasoning commonly involves symbolic repre-
sentations, but these representations do not always include additional knowledge
about the inherent relationships among internal symbols. This issue negatively
impacts two aspects. First, the robot may internalise symbols that are incoher-
ent with both the current environment and symbols previously internalised. For
instance, the symbol car or bus for a robot operating in a kitchen. Second, the
lack of information between symbols may negatively affect the robot incremental
learning from past experiences.
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The current work analyses the use of ontologies as a knowledge source for
social robots, focusing on the scope of INSIGHT, a research project where causal-
ity and self-understanding are central themes. The project proposes a use case
involving a robot named Shadow, which must follow its human supervisor. The
robot goal is to distribute medicines in a hospital-like environment, and the use
case presents an unexpected situation that cannot be explained by the robot
current knowledge. This situation triggers the need for the robot to self-extend
its knowledge, allowing it to either ground and internalise the unexpected event
or discard it. The self-extension procedure we propose is illustrated in Fig. 1,
and it includes different elements to be detailed in Section 5.
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Fig. 1. Graphical abstract of the proposed solution to self-extend the robot knowledge

The rest of the article is organised as follows. Section 2 provides an overview of
related works that help to understand the overall scope of the article. Ontologies
and causal reasoning are covered in Sections 3 and 4, respectively. The use case
proposed in INSIGHT is presented and analysed in Section 5, where the proposed
solution is presented. Finally, Section 6 provides the conclusions and outlines
future work.

2 Related Work

The underlying research scope of the INSIGHT research project is the applica-
tion of causal reasoning for social robots, which can be considered one of the main
trends in robotics [17]. This research direction diverges from the current focus
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on managing vast amounts of data to train algorithms that support decision-
making, often without subsequent analysis of the learned implications. For in-
stance, most current solutions in generative Artificial Intelligence (generative
AI) rely on Large Language Models (LLMs). These models excel at emulating
human speech (when trained on corpora generated from human activity), but
they do not adhere to the formalism of formal grammar and are therefore prone
to generating inconsistent sentences. Additionally, the unsupervised generation
of these models increases their dependency on the source data. The logical al-
ternative to language models, therefore, is the generation of grammars following
formal procedures, a task traditionally undertaken by linguists and computer
scientists.

In the field of social robotics, knowledge is often held by psychologists and
sociologists, much like linguists hold expertise in language. This knowledge has
been recorded and represented in various ways, but ontologies are perhaps the
most popular method. The standardisation of syntaxes and languages, such
as the Resource Description Framework (RDF) and the Web Ontology Lan-
guage (OWL), has facilitated their widespread adoption. The use of ontologies
in robotics is not new [8], and they have been applied to various traditional
robotic problems, such as autonomous driving [5] and Simultaneous Localiza-
tion and Mapping (SLAM)|10]. In related works, ontologies are typically used
to conceptualise the domain in which the robot operates. In the case of SLAM,
ontologies help to complement metric representations with semantic ones. The
use of ontologies to manage temporal relations among events, such as ISRO [7],
is particularly interesting, as they provide a dynamic semantic understanding of
the robot behaviour and its surrounding agents and objects.

Causal reasoning relies on the existence of graph representations where arcs
represent “cause” and “caused by” relationships. In [17], the author reviews and
analyses robotics and causality with fascinating conclusions. One of the first
points highlighted in this article is the low impact of causality in published
research, which is noted to be contrary to other computer science disciplines.
The hypothetical reasons for this, according to the author, are the gap between
population-level and individual-level models, and the low-level sensors used for
robots in contrast to the high-level concepts managed by causal reasoning. An-
other remarkable point from Hellstrom article is the review of how robots affect
the world and their impact on causality. The combination of ontologies and
causal reasoning has been explored in other works, such as the one presented
in [2]|, where the resulting artefacts are causal Bayesian Networks [24], and on-
tologies are used for causal discovery. Biomedicine is a research area with a
substantial presence of ontologies, and we can find services to support the host-
ing, search, and visualisation of biomedical ontologies, such as BioPortal, as well
as works where the terms ontology and causality are managed together [22]. In
robotics, the integration of causality and ontologies has not been as deeply ex-
plored as in other disciplines, but there are some related proposals. For instance,
the authors in [9] develop an ontology-based Bayesian Network model for ad-
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ditive manufacturing. The interesting aspect of this article is that an existing
ontology provides the prior knowledge to model causal connections.

3 Ontologies

3.1 Introduction

Ontologies are defined as formal specifications of shared conceptualisations [14],
allowing the definition of terms and relationships within a topic area, thus com-
prising its vocabulary [21]. Other authors, such as [30], focus on the hierarchical
nature of ontologies and define them as hierarchically structured sets of terms
used to describe a given domain, which can serve as a skeletal foundation for a
knowledge base. The potential use as a knowledge base is the primary reason
for adopting ontologies in the INSIGHT research project. Ontologies are spec-
ified using formal languages like the Resource Description Framework (RDF)
or the Web Ontology Language (OWL), and each ontology includes terms and
relations between them within the scope of a specific domain. In addition to
serving as a knowledge base and supporting domain-specific modelling and data
organisation, ontologies have played a significant role in impacting semantic web
technologies.

3.2 Components

An ontology O consists of three main elements: concepts C, relations R, and
instances Z. Concepts (also known as classes) represent the domain entities we
want to specify, and they can have attributes. Instances (also known as individu-
als) are specific examples that belong to some of the concepts. Finally, relations
define how concepts and individuals are related, and a given relation may also
have attributes. In addition to these three elements, there are other features that
depend on the language used for the ontology definition.

3.3 Classification

Ontologies can be classified based on their domain scope, as outlined in [12]. Fol-
lowing a top-down approach, we distinguish three different levels: foundational,
domain, and application ontologies. Foundational ontologies represent the top
level and, therefore, the most general category. Specifically, foundational ontolo-
gies describe basic, domain-independent relationships between general objects
and concepts. Domain ontologies are restricted to a specific domain and per-
spective, making them more specific than foundational ones. Finally, application
ontologies are used to conceptualise a domain from a single point of view, rep-
resenting the most specialised level. Additionally, it is quite common to classify
ontologies directly as top, medium, and low-level.
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3.4 Examples

There are thousands of ontologies, especially in areas such as the semantic web
and biomedicine. However, when focusing on robotic applications, this range is
narrower. We will explore some examples in two of the previously mentioned
categories: foundational and domain level. The two state-of-the-art foundational
ontologies are formal proposals: the Basic Formal Ontology (BFO)[1] and the De-
scriptive Ontology for Linguistic and Cognitive Engineering (DOLCE)[19]. From
a social robotics perspective, the Socio-physical Model of Activities (SOMA)[3]
is an ontology that could be considered foundational, or at least top-level. SOMA
manages up to 538 concepts or classes with 262 attributes, and includes subclass
relationships among them. For instance, “collision” is a subclass of “process”,
and “process" is also a subclass of “event” These subclass relations create a
hierarchy that helps to better represent and organise concepts. DUL|[26] is a
top-level ontology based on DOLCE, encompassing generalist concepts and re-
lations such as object, event, or transition. If we move on level down to domain
ontologies in robotics, it is quite common to find proposals based on, or adapted
from other ontologies. For instance, Perception and Manipulation knowledge
framework (PMK) [11] proposes an ontology for perception and manipulation,
which combines elements from top-level ontologies and concept instantiation.
CARESSES [23] project uses a domain ontology that adapts ECHONET [25].

OCRA An ontology of special interest for the INSIGHT research project is
OCRA [4]. This ontology is developed using a procedure guided by Competency
Questions (CQs), with the objective of properly conceptualising collaboration
processes. It includes concepts organised hierarchically, featuring terms such as
“Object”, “Agent”, and “Social Agent”, which are suitable for instantiating human
and robot agents involved in collaborative tasks. Other relevant terms include
“Event”, “Collaboration”; and “Process”. The following sections of the article will
provide additional information on how OCRA was generated and how this pro-
cedure can serve as a basis for ontology generation within INSIGHT.

3.5 Tools and Frameworks

Visualization Once an ontology has been selected for use or during an evalua-
tion stage, developers need tools to perform various tasks, such as visualisation,
editing, querying, and coherence checking. Visualisation is particularly impor-
tant as it allows for a quick overall understanding of an ontology. One of the best
tools for visualisation is WebVOWL?, which provides dynamic visualisation with
search capabilities, filters, and adjustable label widths. WebVOWL also allows
ontologies to be loaded directly from URLs. The latest version (1.1.7) includes an
experimental editing mode. Figure 2 shows a visualisation of the SOMA ontology
after searching for the concept “event”.

4 https://service.tib.eu/webvowl/
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movesObject 5

Fig. 2. WebVOWL Visualization tool over the SOMA ontology

Edition and Querying Protégé® is a popular solution for ontology manage-
ment, and it includes features for visualisation, edition, instantiation, and infer-
ence mechanisms [20]. After loading an ontology, users are provided with mul-
tiple tabs to visualise and analyse the concepts/classes and their relationships,
or to explore the individuals that have been instantiated. Fig. 3 illustrates these
two functionalities of Protégé using OCRA as the ontology. In this case, the
left diagram shows the class analysis centred on “event”, and the right diagram
explores the relations of the individual “kinova_robot”, an instantiation of the
class “Social Agent”. Protégé also allows querying over the ontology classes and
individuals. The querying process is very flexible, and we can include conditions
like “has a relationship on”, “type is one of”, “is a subclass of” or “is an instance
of”, and combine them in the way we prefer.

Fig. 4 demonstrates how to use Protégé to query an ontology with individual
instantiation. In this case, we use OCRA as the ontology, which conceptualises
terms related to collaborations between humans and robots following a plan.
The query allows us to retrieve all agents participating in a relationship with
any goal, thereby identifying active agents involved in a collaboration.

Frameworks and Libraries Despite the value of tools like WebVOWL and
Protégé, their use is primarily limited to the design and validation of ontolo-
gies. The application of ontologies in robotic developments necessitates the use
of tools, such as coding libraries, that can be integrated with the software re-
sponsible for controlling the robot behaviour. This introduces considerations of
memory and computational efficiency, as the robot must perform a large set
of tasks in real-time, such as localisation, navigation, sensing, and interaction.
Therefore, libraries for ontology management should offer facilities for efficient
and lightweight operation.

® https://protege.stanford.edu/
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The minimal functionalities required by libraries used in robotic develop-
ments include ontology loading, individual instantiation, and reasoning. Ontol-
ogy loading can be performed during the robot warm-up phase, but individual
instantiation and reasoning must occur concurrently with many other tasks. The
primary objective of individual instantiation is to internalise the data collected
by the robot, ensuring that symbols are complemented with semantic proper-
ties and relationships. Reasoning over the ontology is crucial during deliberative
planning, involving queries whose answers may determine the robot subsequent
actions.

One of the main libraries for ontology-oriented programming is OwlReady [18],
which facilitates the execution of various actions on ontologies. Reasoning in
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OwlReady (version 26) is managed by two popular projects: Hermit [13] and Pel-
let [29]. Reasoning enables the identification of relationships across concepts and
includes ontology consistency checks that are crucial during individual instantia-
tion. DeepOnto [15] is another library offering multiple ontology functionalities.
It leverages deep learning and provides novel features such as ontology matching
and verbalization. Specifically, deep learning is integrated by employing language
models from the OntoLAMA dataset [16].

4 Causal Reasoning

Causality is one of the keystones of the INSIGHT research project, and it is
inherently related to ontologies. In [27], we find an up-to-date article that anal-
yses and reviews the representation of causality within ontologies. The work
concludes that causality has been represented in very heterogeneous ways in on-
tologies, but it identifies a set of relationship types that could be associated with

causality: “cause”, “is responsible for”, “associated with”, “induces”, “is triggered

by”, “influences”, “leads to”, “has etiology”, “may cause”, “can cause”, and “may
effect”.

Causal reasoning presents a differentiated paradigm with a four-step analy-
sis 7: a) model and assumptions, b) identify, c) estimate, and d) refute. Modelling
and assumption involve generating a model of causal assumptions, guided by ex-
pert knowledge rather than learning from data. This is where ontologies can
be particularly effective, as they already represent expert knowledge in specific
domains. The resulting model should be an acyclic graph, with causal graphs,
causal Bayesian Networks, or Potential Outcomes (PO) frameworks as the main
options. Steps b) to d) allow the robot to identify the effect of its actions even
before they are taken, thereby improving the robot behaviour. Identification and
estimation are the steps in which the model and observed data are analysed, in-
volving terms like interventions (actions) and observation (sensing), which must
be carefully distinguished. Interventions are managed by the special "do" op-
erator in causality, which generates a new representation/model where parent
relations are removed from the affected concept. Finally, the refutation step
checks and validates the consistency of the model with the data.

Frameworks and Libraries PyWhy?® is an outstanding framework for causal
machine learning, encompassing specific solutions for inference (DoWhy) and
knowledge discovery (CausalLearn). Specifically, DoWhy [28] is a library that
supports various topics, including causal structure learning, interventions, coun-
terfactuals, and root cause analysis. Another library capturing the interest of the
research community is CausalNex”. This library manages causal reasoning using

5 https://pypi.org/project/owlready2/

7 https://causalinference.gitlab.io/book/
8 https://www.pywhy.org/

9 https://causalnex.readthedocs.io/
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Bayesian Networks, which distinguishes it from its competitors. Additionally,
CausalNex simplifies the generation of graph structures in a two-step proce-
dure: a) allowing the user to manually incorporate edges representing domain
expertise, and b) leveraging the data using structure learning algorithms.

5 Use case: the INSIGHT project

5.1 Introduction

INSIGHT is an ambitious research project aiming to: a) equip robots with the
ability to navigate their surroundings, b) comprehend them by verifying the
coherence of their internal models, and ¢) develop new causal explanations in
response to detected inconsistencies. This work is focused on objectives b) and
¢), and assumes a social robot with navigation and interaction capabilities. The
project relies on the existence of a robot named Shadow running an instance of
the CORTEX architecture [6], both shown in Fig. 5. This architecture includes
several memories (semantic, working, episodic) to be expanded, and an inter-
nal simulator under development/integration used, among other objectives, to
support causal reasoning.

Fig. 5. Key elements in INSIGHT: the robot shadow (left) and the CORTEX cognitive
architecture

The primary objective of the working memory in CORTEX is to maintain
an up-to-date representation of the robot and its surroundings, using a graph
representation with nodes, arcs, and properties. Currently, the evolution of the
working memory is not restricted by coherence checks, allowing new edges and
nodes to be freely added or removed. Within the scope of INSIGHT, the role
of the semantic memory is to provide additional knowledge about the objects
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in the working memory and their relationships. Therefore, the generation of the
semantic memory is proposed to follow the same procedure as that for designing
an application-level ontology. To achieve this, we initially need to determine
(and restrict) the domain of INSIGHT. This has been done by defining a use
case where the robot must accompany a human supervisor during a medicine
delivery task. The robot will operate in a controlled indoor environment with
human agents and a set of expected objects, such as chairs, tables, and medicines,
commonly found in hospital-like buildings.

Any proposed modification to the working memory will be triggered by the
robot internal agents (e.g., a chair detector fed with data from an RGB-D cam-
era) and must be validated by the semantic memory. This validation can be
viewed as an ontology process where certain individuals are instantiated while
ensuring that the ontology remains coherent. A working memory modification
may be rejected if: a) the semantic memory lacks the necessary knowledge, or b)
the modification is semantically meaningless. INSIGHT addresses the first point
by proposing evolutions of the semantic memory, ensuring that the new version
remains coherent with the proposed modification.

The use case proposed in INSIGHT includes a scenario where the lack of
knowledge in the semantic memory is explicitly addressed. Specifically, it in-
cludes a test case where the robot hits a bump and loses the medicine. This
translates into an episode where the robot camera stops registering the medicine,
prompting a modification of the working memory to remove the medicine. The
most reasonable explanation for this event (medicine removed from the robot) is
an action by the human supervisor. However, an interaction (e.g., conversation)
with the supervisor will rule out this explanation. At this point, the seman-
tic memory is evaluated to ensure that an evolution would be consistent with
the removal of the medicine (this is where episodic memory and the simulator
also come into play). In this test case, a plausible explanation for the unex-
pected event may involve concepts such as robot movement, robot collision with
a bump, robot tilt, and medicine drop.

5.2 Solution Proposal

The solution to be explored in INSIGHT begins with an analysis of existing
ontologies to design a domain-level ontology that encompasses all objects and
concepts involved in the use case. This process may involve selecting and com-
bining multiple ontologies, using appropriate tools as previously discussed. Once
generated, the ontology can be pruned to remove concepts irrelevant to the
robotic domain. This refined ontology is referred to as TMO in INSIGHT.

A second step in the solution involves selecting elements from TMO to gen-
erate an application-level ontology known as MLO. During this process, special
attention will be given to relations that can be classified as causal, based on the
list presented in [27] and previously enumerated. The resulting artifact, MLO,
must be an ontology suitable for causal reasoning, ensuring that before we instan-
tiate or remove a given individual, we can check the coherency of the resulting
ontology. Additionally, causal reasoning will be employed to query the ontology
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and perform root cause analysis, aiming to identify potential causes for a given
fact. For instance, the human supervisor could be proposed as a hypothetical
cause for the medicine removal, even if this will ultimately be discarded through
a conversation.

The third element of the proposed solution is the evolution of MLO to au-
tonomously expand the robot knowledge. This evolution will be triggered when
none of the hypothetical causes for a given event (e.g., the medicine falling) can
be validated. The evolution of MLO will be managed as the search for MLO-
(an enhancement of MLO) by incorporating nodes and arcs from TMO. This
search should be guided to include concepts and relations that could assist in
the root cause analysis of the unexpected event, while also considering the effi-
ciency of future reasoning processes. The validation of each MLO+ proposal will
involve the simulator and the episodic memory to ensure that MLO-+ is valid
not only for the recent event but also for the robot past experiences.

6 Conclusions and Future Work

In this theoretical work, we have analyzed the use of ontologies as knowledge
sources in robotics and outlined the objectives and challenges of the INSIGHT
research project. We have reviewed works where ontologies and causal reasoning
are applied, and discussed existing tools for managing solutions based on these
technologies. The main conclusion we can draw from the literature is that, al-
though ontologies are extensively used in robotics, they primarily support knowl-
edge representation rather than playing a significant role in novel knowledge dis-
covery. Furthermore, as noted by other authors, causality remains a paradigm
with low impact in robotics literature, presenting substantial opportunities for
exploration. As future work, our plan is to advance the proposed solution to gen-
erate a semantic memory suitable for integration into the CORTEX cognitive
architecture.
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Abstract. The idea of introducing a robot into an Ambient Assisted
Living (AAL) environment to provide additional services to those pro-
vided by the environment itself has been exploited in numerous projects.
Moreover, new opportunities can arise from this symbiosis, which usu-
ally require both systems to share the knowledge (and not just the data)
they capture from the context. Thus, using knowledge elaborated from
the raw data captured by the sensors deployed in the environment, the
robot can know where the person is, whether he/she should do some
physical exercise, but also whether he/she should move a chair away to
allow the robot to successfully complete a task. This paper describes how
to extend the CORTEX software architecture to handle and merge, par-
tially and task-specifically, the state representations built by the robot
and the AAL system. In particular, we show how this symbiotic frame-
work allows the robot to trace routes on a semantically annotated metric
map updated with information obtained from sensors located in an AAL
environment.

Keywords: Cyber-physical system-of-systems (CPSoS) - Semantically-
annotated metric map - Robot navigation.

1 Introduction

A system-of-systems (SoS) is defined as a set of autonomous and independent
systems (so-called constituent systems (CS)), providing a certain service [1].
Building a system-of-systems has the advantage that, in addition to the ser-
vices that each system provides, new services emerge, which are based on the
collaboration between the different systems deployed [2].

Basically, a cyber-physical system (CPS) is a physical system controlled or
monitored by computer-based algorithms. The physical deployment will typically
have sensors and actuators, distributed in a given environment. The computa-
tional deployment will also typically be distributed, with processing nodes con-
nected to a network, which will manage the exchange of information. Decision-
making will thus be supported by an internalisation of information captured
from the real environment. Continuing with the definition used at the beginning
of this Section, a cyber-physical system-of-systems (CPSoS) is an integration
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of independent CPSs, capable of providing services that can go beyond those
provided by these same CPSs acting in isolation.

In this work, we make use of a CPSoS based on two independent CPSs:
an AAL environment, equipped with sensors and computing elements, capable
of monitoring the condition of the person living in a small apartment, and an
assistive robot, capable of interacting with the person and assisting him /her in
certain daily tasks. Both systems can be deployed independently and provide
the services offered autonomously. In our case, both CPSs are designed to meet
certain objectives, and will be centrally controlled. This type of CPSoS is known
as directed [7], and in it, although the component systems may maintain the
ability to work independently, the mode of work is subordinate to the overall
purpose of the SoS. The main purpose of this article is not, however, to describe
or present this CPSoS. Our focus is on presenting a framework that enables the
integration of CSs at the knowledge level. This framework is an extension of
the CORTEX architecture for cognitive robotics [14,15], and is based on the
existence of different representations of the state, built and maintained within
each CS, and on the existence of a knowledge flow, which moves between them
in order for the CPSoS to achieve the global objectives for which it was designed.
To assess the validity of the proposal, a simple demonstrator has been designed,
in which the metric map used by a mobile robot to trace routes through an
indoor environment is augmented by the knowledge of the environment that the
AAL system captures from it. This semantically annotated map allows the robot
to know in advance, for example, that a door is closed or open, or that passage
through a room is hindered by the arrangement of chairs. This allows the robot
to ask a person to open a certain door or to move a chair aside, so that it can
carry out the required action.

The rest of the paper is organised as follows: Section 2 discusses previous
work in which either the autonomous robot or the AAL environment has been
defined as CPSs. Previous work in which CORTEX has been used in assistive
environments is also presented. Section 3 describes the proposed new framework
for representing knowledge in which the robot and the AAL system remain in-
dependent elements, sharing a continuous flow of information. The experimental
setting and the results obtained are presented in Section 4. Finally, Section 5
presents the conclusions and future work.

2 Related work

A CPS basically consists of highly integrated physical, control, communication
and computational elements capable of managing a flow of information mov-
ing between the real physical world and the so-called cyberspace [8]. The most
common scenario for deploying CPS is the so-called Industry 4.0. In order to
guide the implementation of a CPS in factories, several architectures have been
proposed. These architectures define the structure and methodology of CPS as
guidelines. The 5-level CPS structure (the 5C architecture [8]) is probably the
most popular implementation architecture [9]. The tiers in the 5C architecture
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are: smart connection level, data-to-information conversion level, cyber level,
cognitive level, and configuration level. At the first level, the sensors for data
collection are chosen. The second level is the responsible of extracting relevant
information from the raw data. The information sharing is the main topic at
Cyber level. The generated thorough knowledge of the monitored system allows
the Cognitive level to make decisions. At the Configuration level, the corrective
and preventive decisions made in Cognition level are applied to the system. It is
considered as the feedback from cyberspace to physical space.

In the context of Industry 4.0, it is common to integrate autonomous robots
into the CPS built on the physical reality of the factory. It is therefore easier for
the two topics to have converged within the framework of industrial robotics.
For instance, from the 70 papers reviewed by Venancio-Teixeira et al [9], the
most frequent task was pick-and-place (36 papers) followed by transport (24
papers) and assembling (13 papers). The most used robotic configuration was
one arm (16 papers) or one automated guided vehicle (16 papers). CPS and
Autonomous Robots are usually combined with other technologies (Internet of
Things, Digital Twin, Big Data, etc.). This scenario, in which the robot is just
another element in the CPS, is the most common [10]|. However, robots sense,
process, and react to information from the physical world. Usually, they are
individual examples of complex CPS. The proposal by Lin et al. [3] describes
a mobile autonomous robot that is framed in a computing network that can
be described as a CPS. Following the principles of the 5C architecture, the
architecture of this CPS is structured in five layers (Component, Intelligence,
Cyber, Configuration and Deployment). In addition to the robot, the network
includes edge computing nodes based on Raspberry Pi4 and Intel NCS2 for
intelligent inference and data exchange. But we can also imagine the robot itself
as a network, internally endowed with different edge computing nodes. Sensors
allow the robot to capture data from the environment, which is processed by
different computing nodes to obtain geometric and symbolic information. This
knowledge will be the basis for decision-making and self-adaptation to changes in
the environment. The robot is not the physical element of a CPS, but constitutes
a complex CPS, capable of physical interaction with the environment, but also
of abstracting from this reality and, for example, using a digital twin of itself to
assess whether a mission can be carried out successfully [11]. When the robot
and the environment maintain their own structures and tasks, the solution can
be considered a CPSoS [13].

On the other hand, assistive environments for daily living (i.e., AAL) include
the deployment of sensors and certain actuators in the home or residence where
the person to be cared for lives, so that, with the help of the necessary computa-
tional management and decision-making mechanisms, the person can live a more
autonomous life. Based on wireless network of sensors, integrated with software
for home monitoring, Bocicor et al [12] describe an AAL system under the guide-
lines of a CPS. In the CPS proposal by De Venuto et al [4], the network includes
wearable sensors. The proposal of Calderita et al [5| presents a CPS-AAL for
caregiving centers. In addition to static sensors or actuators (environmental (to
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measure temperature, humidity, COs...), or person-centred (microphones, loud-
speakers, cameras,...)), the system integrates a Social Assistance Robot (SAR).
This proposal is built over the CORTEX software architecture |14, 15].

3 Shared state representation

Knowledge representation and reasoning is a symbolic branch of artificial in-
telligence that aims to design computer systems that reason about a machine-
interpretable representation of the world, similar to human reasoning [17]. In this
sense, knowledge is more than information, as it incorporates the agent’s own
experience or intuition. A knowledge-based system will have a computational
model of the real world of interest [18], in which physical and virtual objects,
events and actions, relationships between concepts, etc. are represented with
symbols (and geometric information if necessary).

One of the main advantages of a CPSoS is that behaviours can emerge that
individual CSs would not be able to address. This will require CSs to exchange
knowledge with each other, not just information about their status [7]. In order
to use these shared models, CSs must share the same formal definition of types,
properties, and relationships between entities.

In our proposal we focus on run-time information exchange. Both the robot
and the AAL will internally use a runtime model [16]. The structure of this model
is presented in Section 3.1. The CORTEX software architecture, which is built
to handle such a model, is also briefly presented. Then, Section 3.2 formalises
our proposal.

3.1 CORTEX and the Deep State Representation (DSR)

Briefly, the CORTEX software architecture for cognitive robotics [14, 15] is based
on the existence of a state representation or working memory, around which a
series of software agents are organised to update or process it, using the already
stored state information either to obtain higher level data or to make decisions.
The architecture can therefore be classified alongside other proposals based on
the blackboard concept. All information relevant to the system must be repre-
sented in the working memory, so that any agent has immediate access to this
information and can react appropriately. The actions of the agents are synchro-
nised by means of annotations, usually symbolic, in this same representation
[16].

The core element in CORTEX is this central representation of the state,
the so-called Deep State Representation (DSR). Although other, more long-
term memories can be integrated into the architecture (map of the environment,
database with up-to-date information on residents in a hospital environment,
etc.), the DSR reflects the current, internalised situation of the environment. It
has come to be seen as a digital twin of the outside world itself [5].

The DSR is organised as a directed graph, in which geometric or symbolic
information is stored in both nodes and arcs [14]. The way in which a soft-
ware agent accesses this information is relatively simple, allowing the design of
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Fig. 1. The CORTEX instantiation in the proposal by Calderita et al [5]: AAL and
robot share a common working memory

bridges with different operating systems or frameworks (ROS 2, Mira, Robo-
Comp, MQTT, etc.). This facilitates the deployment of sensors and actuators
and the integration of computational algorithms, as the agents that manage
them can be implemented in virtually any software framework.

Figure 1 provides an overview of the instantiation of CORTEX in the CPS-
AAL proposal [5]. The figure shows in the centre the DSR and, around this
memory, services are distributed that are provided by the robot or by the AAL.
It is important to note that this figure does not correspond exactly to how
CORTEX is organised internally. In CORTEX, around the DSR, agents would
be placed, which implement basic functions such as navigating, talking, listening,
measuring temperature or humidity, capturing heart and respiratory rate, etc.
In this figure, however, the emphasis is on how both elements (robot and AAL)
share the same knowledge base and how this representation enables them to
carry out different tasks. In the figure, the DSR shown is not complete. It does
show a geometric reference (the one provided by the world node), from which
the rooms hang. Each room has different sensors. At the moment, the person is
in the bedroom, and the robot is in the kitchen-dining room. Geometric links
are not shown, but they do exist and allow us to know the position of the robot
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Fig. 2. AAL and robot share state representation, but maintaining their own working
memories

or the person with respect to the reference provided by the world node. Other
symbolic relations, or the attributes of the nodes, are not shown.

3.2 Sharing information between DSRs

As described in [16], the DSR can be considered as a graph-based runtime model,
i.e. runtime knowledge. In our implementation there are two CSs: the robot and
the AAL system. Both update and manage their own DSRs. Knowledge transfer
takes place by sharing parts of these models. By doing so, each CSs can improve
how it performs its tasks. For example, Figure 2 outlines this idea. The AAL
system has sensors that can detect the person in any room of the environment.
This information can be transferred to the robot, and when the robot needs to
remind the patient to take a medicine, it can go directly to this person.

At design time, both DSRs are initialized with a distribution of the space.
From here there is an agent developed in ROS 2, called dsr_bridge, in both
CSs (robot and AAL). These agents allow both entities to share parts of its
graph through ROS 2 topics, in this case, using FastDDS as a communication
middleware. The knowledge transfer protocol works as follows:

— Both agents maintain its own DSR graph as a shared pointer that listen the
changes taking place in the graph and also act as a ROS node. As soon as a
modification of their DSR occurs, this modification is then published through
the ROS edges and nodes topics. An attribute that we called “source” (robot
or AAL) is added to the message, depending on the machine that publishes
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the change. The aim is not to ‘auto-listen’ and enter a publish/subscribe
loop.

— When a publication has been made, the other corresponding agent (previ-
ously subscribed to the ROS topics) listens to this modification and updates
its DSR with the knowledge received by the publication message (node name,
type, attributes, link, etc...).

— When a modification message is received, all appropriate checks are made
as to whether the node exists so as not to access nodes that are not in the

DSR.

Finally, the messages published are filtered to prevent the other DSR from having
irrelevant information from the other DSR. For example, the robot does not
publish its transforms of the motors, cameras, base etc., but it does publish its
battery level or its relative position with respect to the map.

4 Experimental results

The described framework has been evaluated in a simple use case: employing the
information provided by the AAL system to augment the metric map used by
the robot to navigate the environment.

Specifically, the environment is a small flat, with only three rooms: a kitchen-
dining room, a bedroom, and a toilet. This small flat has been built in our re-
search group’s laboratory and we are currently sensorising it. Although it has
different sensors for monitoring the state of health and position of the person,
in the example we are going to show two sensors will be used: those that in-
dicate that the doors of the flat are open or closed, and two 360-degree RGB
cameras (360° Panoramic Indoor Fisheye Camera from Reolink), located above
the kitchen-dining room and the bedroom.

To meet the objectives required of the CPSoS, the robot must navigate to
different positions in the flat. In a normal case, the robot could trace a route to
these positions using the available metric map of the environment, and then solve
the problems it encounters on the fly. The advantage of having an augmented
map, on which not only the position of the person can be located, but also that
of moving obstacles such as chairs or tables, or doors that are open or closed, is
that the robot can know in real time whether there are actually available passage
routes. In case it needs to ask the person to open a door that is closed, or to
move out of the way of chairs that are blocking the route, it can proactively
request this help as a preliminary step to navigate to the desired position.

Below we detail the setting in which the experiment is carried out and an
example of how both CSs collaborate to provide the robot with an augmented
metric map, with semantic and geometric information on the position of people
or other objects present in the two monitored rooms of the flat.

4.1 Experimental setting

The robot used in our experiments is a Morphia from MetralLabs GmbH. The
Morphia robot is equipped with a Metralabs TORY differential base, a range
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Fig. 3. The Morphia robot navigating in a crowed environment

laser scanner SICK s300 and a circular safety bumper. It also has an Intel Re-
alSense D4351 RGB-D camera facing the ground used for navigation, three 2MP
Valeo cameras and a Microsoft Azure Kinect RGBD camera used for percep-
tion; and a tablet and speakers for interaction. Figure 3 shows the Morphia
robot navigating in a real, crowed environment. To handle all of these sensors
and actuators, the robot is equipped with an Intel NUC i7 and a NVIDIA Jetson
Orin AGX.

The instantations of the CORTEX architecture that control the robot and
the AAL system are shown in Figure 4. The software architecture supporting the
AAL system has an MQTT agent, through which data is received from FMCW
(Frequency—Modulated Continuous—Wave) radar sensors, magnetic sensors and
environmental sensors. The FMCW sensors are radar devices that radiates con-
tinuous transmission power changing the operating frequency. They are able to
measure ranges comparable to the transmitted wavelength with a high accuracy.
Using a 60GHz sensor, they are able to capture the heart and breathing rates
of people lying in bed or sitting on a chair in the kitchen-dining room. Environ-
mental sensors provide measurements of temperature, humidity and air quality.
Magnetic sensors let you know whether the two flat doors (main entrance and
toilet) are open or closed. The two 360 cameras provide information on the po-
sition of the person(s) in the flat and on other objects in the two main rooms. A
MicroROS agent allows a panic button to be connected to the DSR. The time
sequence of data captured from the environment is stored from the DSR in a
long-term memory.

On the other hand, the CORTEX architecture in the robot has the agents
that the robot needs to navigate the environment (motor controller or battery
monitoring is handled by MIRA, a software provided by MetraLabs GmbH,
while the navigation stack is implemented in ROS 2). The robot also has its own
agent to detect people, communicate verbally with the person, plan its actions
using Behaviour Trees, or self-adapt to changes in the context. A WebServer
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Fig. 4. Software modules on both CSs

agent allows it to communicate with the Chest screen. Finally, both architectures
communicate using the aforementioned ROS bridges.

4.2 Robot navigation

The robot navigates autonomously using an enhanced version of the ROS 2
navigation stack ‘Nav2’ [21] that is managed by a DSR agent. This stack uses a
metric costmap of the environment, captured at design time, to plan the paths
to the different goals to be reached by the robot. This map has two layers:
the global costmap that comprises the whole environment and a local costmap
of 5m around the robot. The global costmap only includes fixed elements of
the environment as walls, worktops, wardrobes, etc. On the other hand, the
local costmap includes both moving obstacles, like people or chairs, and static
elements but at a limited space around the robot.

This map, which the robot could still use as is to navigate the environment,
will be augmented with the geometric and semantic information that the AAL
system provides to the robot about people and objects in the rooms, as well as
the opening or closing of doors. For this purpose, the robot’s DSR is updated
with the symbolic information of the objects present in each room (chairs, tables,
people) or the opening/closing of doors, as well as with the necessary geometric
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Fig. 5. (Top) Rectified images captured by the two 360 cameras; and (Bottom) asso-
ciated depth maps

information (i.e. the projection on its own metric map of the position of each
detected person or object). This geometric information is placed on top of the
global costmap as a filter layer and allows the robot to know if, for example,
chairs are in the path towards the medicine dispenser in the kitchen. In order to
know these projections on the floor of the objects detected by the cameras, we
will use a depth estimation, obtained using the ROS 2 wrapper DepthAnything-
ROS [19] for Depth Anything model [20]. Figure 5 shows two depth images
associated with RGB images captured using the 360 cameras. RGB images have
been rectified to reduce distortions. From these images, as shown in Figure 6,
the AAL system can detect the various objects or persons present in the rooms.

Finally, Figure 7 shows the metric map augmented with the information of
objects/people present in the two main rooms of the flat, and the status of the
two doors. As mentioned above, this map lets the robot know that a certain
object, or a closed door, makes it impossible to reach a certain goal. In Figure
7(top) the door is open. The robot knows the position of people, chairs and
tables, and plans a path to the bedroom. When the robot starts to navigate, the
main door of the house closes (Figure 7(bottom)). The AAL system immediately
detects this situation, and this knowledge is transferred to the robot, which
stops and should inform the person that it cannot continue its mission unless
the main door of the flat is opened. It is important to note that the robot will
have this information in real time, as well as the possible relationships that the
AAL system detects between the objects and people present in the flat. If the
mission is to locate the person to remind him/her to take a certain medicine, the
geometric position of the person will be available in real time as long as he/she
is in the two monitored rooms. The robot will also be able to know if the person
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Fig. 6. Detection of persons and objects in the kitchen-dining room

has entered the bathroom and must wait at the bathroom door for the person
to come out.

5 Conclusions and future work

This article describes the integration of a robot with an AAL system in which
both systems continue to operate independently and autonomously and can
maintain their own tasks. The integration is carried out at the level of knowledge
exchange. This transfer allows both systems to have an augmented knowledge,
in which the relevant part of the other is incorporated.

As a use case to initially validate this proposal, the robot has been provided
with a metric map augmented with semantic but also geometric information
about dynamic elements and people. This knowledge would allow the robot to
request specific help from the person to open a door or move a chair aside. To
implement these behaviours, a new CS should be added to the architecture: the
person itself. Both the robot and the AAL system would share with the person
the vocabulary of terms (chair, table, door, open/close, move...), although now
the connection to the person’s internal DSR would not be a ROS bridge but a
human-machine communication interface.

It is not immediately clear whether it is a better solution to maintain a
single DSR, which communicates with agents deployed on the robot and the AAL
system, or to maintain two complete independent architectures. As an advantage,
we could cite the capacity that the latter implementation offers to verify the
correct functioning of each system, as they are fully functional independently, as
well as the ease of traceability of the use cases that are designed (as they remain
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Fig. 7. (Top) The robot plans a path towards the bedroom. There is no problem to
navigate this route. (Bottom) When the robot is moving, the main door is closed. This
event is immediately detected by the AAL and communicate to the robot. The robot
must ask to the person in the home to open this door.

confined to the environment of each system). The problem arises in deciding
which part of the DSR is shared with the other.

Future work will involve designing the control system of the SoS itself, which
will enable it to achieve its own objectives, different from those of the CSs that
make it up. In the example shown in this article, the objectives are those of the
CSs themselves: in the case of the robot, simply to achieve certain goals, and
in the case of the AAL system, to monitor the state and position of the person
in the flat. It is also our aim to incorporate, as already mentioned, the person
into the CPSoS as a component. There is previous work in this direction, the
so-called human-in-the-loop CPS (HiLCPS) [6] or social cyber-physical systems
(SCPS) [22], which we will have to study in depth before undertaking this step.
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Abstract. The integration of robotic technology in an Internet of Things
(IoT) environment is known as the Internet of Robotics Things (IoRT).
The benefits that this integration can bring have been highlighted in
recent publications. One of the application scenarios is the Ambient As-
sistant Living (AAL) environment. The environment is equipped with
appropriate sensors to provide the robot with more detailed knowledge
of the context, while the robot can move around the environment and
interact with the people in it, capturing knowledge that can help to
improve the AAL’s behaviour. This paper describes the deployment of
an IoRT ecosystem within a small apartment based on the CORTEX
software architecture. The use of CORTEX has allowed us to integrate
different frameworks (wireless network, micro-ROS, ROS 2, RoboComp,
Mira) into this ecosystem relatively easily, connecting them all to the
same knowledge representation. In addition to other use cases, the main
goal of this deployment is to be able to monitor both the position and
certain vital parameters of an elderly person living alone at home.

Keywords: Internet of Robotics Things (IoRT) - Ambient Assistant
Living - Multi-platform integration

1 Introduction

The ageing of the population in developed and developing countries, together
with the maturity of certain technologies, means that many institutions, both
public and private, are seriously considering the design of care environments for
the elderly with a significant degree of technological innovation. An Ambient
Assisted Living (AAL) environment is an integration of independent assistive
technologies, solutions and services. AAL (or simply assisted living) solutions
can positively influence the health and quality of life of people, especially the
elderly. Ambient Assisted Living (AAL) environments include the deployment
of sensors and actuators in the home or residence where the person to be cared
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for lives, so that, with the help of the necessary computational management and
decision-making mechanisms, he or she can lead a more autonomous life [1].

The AAL paradigm benefits from the growing impact of other technologies. In
particular, the Internet of Things (IoT) aims to extend the internet to real-world
objects, connecting smart and sensing devices into a global network infrastruc-
ture that includes physical and virtual objects. If we are able to use it properly,
the TIoT has the potential to increase the quality of life of inhabitants and users
of intelligent AAL environments [2]. Another relevant technology that can be in-
corporated into the AAL environment is autonomous robotics. The combination
of Robotics and Internet of Things (IoT) is known as the Internet of Robotics
Things (IoRT). The presence of a robot in such ecosystem will mean increasing
the still excessive price of home automation. However, the robot will be able to
solve one of the problems that interacting with an intelligent environment can
pose, for an elderly person, by providing a more intuitive and natural interface
for interaction. The design of graphical interfaces, accessible via smartphones or
digital tablets, will be a cheaper option. However, as several studies have shown
[3, 4], evaluation of an older person’s reactions to recommendations provided by
a robot or a tablet show that they perceive the robot as more usable and reliable
than the tablet. The major advantages of the robot are that it has a physical
embodiment and can operate with a certain degree of autonomy. Thus, it is able
to add to the interaction with the person specific features that, obviously, the
tablet or smartphone will not be able to do. In fact, it is becoming increasingly
common for the AAL environment to be equipped with a robot that assumes,
in this ecosystem, this role of interface with the person [5,12,8]. Moreover, the
robot can benefit from the recent popularisation of artificial intelligence-based
solutions to personalise its attention to the person and provide services that were
unimaginable just a few years ago.

This article presents an IoRT proposal for AAL that integrates different
sensors to track and monitor certain vital parameters of a person. The system
incorporates a robot, also equipped in our case with numerous sensors, which
allows it to navigate in the environment and interact with the person. The soft-
ware architecture used is CORTEX, organised around a working memory that
internalises knowledge of the current state of the environment in a directional
graph (the Deep State Representation, DSR). This graph is a runtime model,
which offers the important advantage of allowing the connection of software com-
ponents implemented on different hardware platforms or operating systems. In
addition, this architecture successfully addresses the challenge of integrating the
various platforms present in an IoRT deployment. In particular, the robot has
software components developed in RoboComp, ROS 2, and Mira. In the IoT
environment, there are software components embedded on microcontrollers and
single board microprocessors, using software environments such as micro-ROS
(with FreeRTOS) and MQTT.

The rest of the article is organised as follows: Section 2 briefly describes

different examples of robot deployment in IoRT systems for AAL. Section 3
describes the hardware components and software agents deployed in our imple-
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mentation. Section 4 presents some example data captured by the ecosystem.
Finally, Section 5 presents conclusions and future work.

2 Related work

2.1 The multi-platform challenge

AAL technologies encompass a wide variety of platforms, which are applied
in multiple contexts. Focusing the application framework on elderly care, and
taking into account the views of healthcare professionals, end-users and family
members, it can be established that the key objectives of AAL are to increase
the autonomy and safety of end-users, and to reduce the workload of caregivers
and healthcare staff [6]. The key concept to achieve these goals is monitoring
in the elderly person’s environment. This monitoring enables the automatic and
immediate detection of any emergency, as well as a quick check of the person’s
condition and location. The most immediate way to try to achieve this goal is to
deploy sensors in the environment in which this person lives. Devices can be wired
or wirelessly networked and, depending on the computational power required,
will typically be single-board microprocessors or microcontrollers. The presence
of the robot in the AAL ecosystem can help to carry out this monitoring, not
only because it incorporates sensors that can capture vital parameters related
to the person’s state of health, but also because it can talk to the person, and
thus obtain data that cannot be captured by sensors. But, of course, the robot
provides its capacity as an interface for interaction [7], facilitating the elderly
person’s communication with family and friends, but also with external experts,
caregivers or other residents [8]. By incorporating the robot, the ecosystem will
usually include more frameworks and different platforms: computers, graphics
processing units, multiprocessor system-on-chips... This will further complicate
the software architecture, forcing it to be able to manage this complex multi-
platform environment.

Finally, the robot can be used for therapeutic purposes, to manage rehabil-
itation through serious games, or to capture Comprehensive Geriatric Assess-
ment (CGA) data [9,1]. When analysing contributions on robotics deployed in
AAL ecosystems, Abdi et al. [9] distinguish between service robots, which aim
to assist users in their daily activities, and companion robots, such as the one
described by Wada et al. [10], which aim at the psychological well-being of the
people they accompany. Focusing on the first category, service robots, it can be
concluded that they currently have two main drawbacks: (1) they usually offer
very simple functionalities, mainly associated with supervision, with a gap be-
tween these functionalities and those required by end users, which would require
the design of more complex but equally robust robot performance planning and
control schemes; and (2) the deployment of these robots in a real intelligent
environment requires the maintenance of a unique representation that brings
benefits to both robot and environment. This is still in its early stages, with few
projects showing evaluations obtained from actual long-term deployment [11].
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To address these problems, the robot will typically receive computational sup-
port from an external server, so the ecosystem can incorporate new frameworks.
The final result is that the IoRT environment deployed for AAL usually includes
IoT and autonomous robots, but also smart connectivity, distributed and fed-
erated edge/cloud computing, and Artificial Intelligence (AI). In some cases, it
can also consider Digital Twins (DT), Distributed Ledger Technologies (DLT),
Virtual/Augmented Reality (VR/AR) and swarm technologies. It is clear that
it has a strong multi-platform character, which can be a relevant challenge when
a real deployment is addressed.

2.2 Expected services of IoRT in AAL

To enable robots deployed in the AAL to offer more complex services, the degree
of integration with sensors deployed in the environment needs to be improved
[13,14]. In the GiraffPlus project [12], the environment where the person lives
is equipped with a network of sensors, which are responsible for monitoring the
person’s condition. When certain states are detected in the person (nervousness,
anxiety...), the robot serves as a tool to put the person in contact with family
or friends. The main limitation of this robot is that it is teleoperated. In the
MORPHIA project [8], the robot is also used for closing the communication gap
between users and caregivers. Thus, elderly people can use the robot to com-
municate, via video or chat, with relatives, friends or caregivers. The robot can
remind users to take medication, or to transport meals or personal items within
the home (as the Turtlebot robot deployed in the RmR AAL ecosystem [15]).
When an incoming call comes in, the robot can look for the user. Relatives living
far away can use an intelligent remote control to keep an eye on things in the
home or support them in certain activities via telepresence. Using static sensors
and the ones endowed in the robot, the RiSH proposal [16] addresses human
body activity recognition. Provided applications are human position tracking
and human activity monitoring. The recognition of activities, normal or abnor-
mal, is also the service provided by the AAL environment and the robot in [17]’s
work. The proposed framework includes long-term memory models (LSTM) as
well as reasoning based on Probabilistic Answer Set Programming (PASP). In
all these cases, the AAL ecosystems employ the sensors deployed in the envi-
ronment and in the robot for completing the ongoing task. In other proposals,
the robot acts as a virtual therapist, which proposes the user physical or cogni-
tive activities [18,19]. Similarly, the robot can stimulate the user it accompanies
to perform everyday activities [20]. Other functionalities are fall detection [21],
meal assistance [22] or information and stimulation through messaging [23]. In
the aforementioned ALMI project, the TIAGo robot uses both its speech in-
teraction for voice instructions and its object manipulation capabilities to help
a user with mild motor and cognitive impairments to prepare a meal. Speech
interaction is also the main functionality deployed by the robot in the proposal
by [24].

Calderita et al. [19] propose the use of CORTEX [25] to build the software
architecture that controls the entire AAL ecosystem. In this case, the knowledge
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that the architecture internalises from the environment is unique, and incorpo-
rates for example all sensor data, internal or external to the robot. Decision-
making is carried out outside the robot. This article describes a very similar
scenario, where CORTEX is adopted as the software architecture of the entire
ecosystem.

3 IoRT instantiation using the CORTEX architecture

3.1 CORTEX and the Deep State Representation (DSR)

CORTEX is a multi-agent architecture designed to facilitate the creation of
information flows among different types of memories and modules. These flows
are pumped by agents. Agents are represented as semicircular forms connected to
the working memory W, the so-called Deep State Representation (DSR). They
can edit it to create and maintain an updated context accessible to the rest
of the agents. W is a distributed graph structure implemented using conflict-
free replicated data types (CRDT) [26]. Its nodes are elements of a predefined
ontology, and the edges can encode geometric transformation or logic predicates.
Both nodes and edges can store a list of attributes of a predefined type.

In this paper, we use a simplified version of the CORTEX robotics cognitive
architecture [25]. The full version is shown in Figure 1. For our experiments, we
use the working memory and a set of agents that pump information in and out
of it, creating a stable representation for the robot’s state and the monitoring
devices placed in the environment.
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Fig. 1. The CORTEX architecture
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3.2 Multi-platform integration

The implementation of the working memory in the initial version of CORTEX
was based on the concept of a real-time database [25]. In this implementa-
tion, one software module stores, receives and publishes changes to all agents
in CORTEX. This version of CORTEX was successfully endowed into mul-
tiple robotic platforms. On the CLARA robot, all software components were
implemented using RoboComp (https://robocomp.github.io/web/) except for
the navigation and localisation stack which, provided by the robot base manu-
facturer (MetraLabs GmbH), used Mira (https://www.mira-project.org/joomla-
mira/index.php/resources/repositories). A bridge was designed to connect the
two frameworks, allowing the rest of the architecture to handle navigation-related
commands. This bridge worked well, but we cannot say that Mira was fully inte-
grated into CORTEX. The navigation or localisation data remained internal to
the Mira part of the architecture, without being reflected in the working memory.

As aforementioned, in the latest version, the working memory is a distributed
graph structure implemented using conflict-free replicated data types (CRDT)
[27]. Significantly, the new implementation is not tied to any specific framework.
Furthermore, being aware that the fundamental idea of CORTEX is that all
relevant knowledge is available in real time to all agents in the architecture,
the newly developed bridges adequately manage the updating of the working
memory. In the AAL deployment that serves as the backbone of this article, the
CORTEX architecture deployed includes bridges that connect the working mem-
ory with microcontrollers, single-board microprocessors, and the Morphia robot.
Internally, the robot includes software agents developed in ROS 2, RoboComp,
and Mira. Details on some of these bridges are provided below.

The MQTT agent The MQTT agent is in charge of interfacing between the
DSR and sensors designed on microcontrollers or single board microprocessors,
equipped with a WiF1i transceiver. This agent will be in charge of receiving the
information through the MQTT messaging protocol (https://mqtt.org/) and
updating it in the DSR. The agent has been developed in C/C++ and basically
consists of two distinct parts:

— Connection with the DSR: This agent connects to the DSR of the intelligent
environment through a shared pointer. In addition, the agent responds to
signals or callbacks that are executed when a modification occurs in the DSR

e Creation of a node: this signal is triggered when a new node is inserted
in the DSR.

e Modification of an attribute of a node: this signal is triggered when an
attribute of any node is modified.

e Creation of an arc: this signal is triggered when an arc is created between
two nodes in the DSR.

e Deletion of a node: executed when a node is deleted from the DSR.

e Deletion of an arc: executed when an arc is deleted from the DSR.
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— MQTT Subscriber and Publisher: The PahoC++ library from the Eclipse
Foundation has been used to implement this protocol®. Through this library,
the connection to the Mosquitto broker is made as a client, subscribing to
the determined topics, both to receive the desired information, and as a
publisher to notify the external components of any relevant change in the
DSR that may alter the operation of these components.

As mentioned above, the implementation of these agents aims for full integration
in CORTEX. As an example of how the MQTT agent works, we can describe
how a radar sensor, deployed under the bed and in charge of estimating heart and
respiratory rates, is informed to start measuring. A zenithal camera is deployed in
the bedroom, connected to the DSR by a ROS agent. When this camera detects
that there is a person in bed and notes it in the DSR, the MQTT agent detects
this situation and publishes the message ‘OnSensor’ through the MQTT Control
topic, so that the microcontroller that manages the radar sensor activates it and
starts taking measurements. Likewise, when the person gets out of bed, the agent
in charge of managing the camera updates the DSR, and the agent publishes the
message ‘OffSensor’, so that the measurements are finished, avoiding erroneous
measurements that could cause confusion and false alarms.

The MicroROS agent Micro-ROS (https://micro.ros.org/) brings all major
core concepts of ROS, such as nodes, publish/subscribe, client/service, node
graph, lifecycle, etc., onto microcontrollers (MCU). The client API of micro-
ROS (in the C programming language) is based on the standard ROS 2 Client
Support Library (rcl) and a set of extensions and convenience functions (rclc).

The main targets of micro-ROS are mid-range 32-bits microcontroller fami-
lies. Usually, the minimum requirements for running micro-ROS in an embedded
platform are memory constraints. Specifically, in the deployment described in
this paper, the ESP32-WROOM32 microcontroller was used (see Section 4.1,
combining micro-ROS and FreeRTOS functionalities.

The MicroROS agent is provided by the microROS community. It runs in
the Intel NUC that centralizes the management of the IoRT system.

ROS 2 and RoboComp agents Both inside the robot and in the IoT system,
there are different agents implemented in different frameworks (in our case, in
RoboComp and ROS 2). Depending on the specific task for which they are
implemented, these agents update the DSR to include new nodes (e.g. the person
node) or to incorporate more information in the form of attributes (e.g. the name
of the person once identified). In addition, they notify the software components
to which they are connected, when a node is created or an attribute is modified
in a node or arc. This allows them to respond to this change in the DSR. When
describing the MQTT agent, we have described an example of these situations,
but this is the way it works in CORTEX.

3 https://eclipse.dev/paho/files/mqttdoc/MQTTAsync/html /index.html
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Fig. 2. The Morphia robot navigating in the small apartment

4 Experimental results

4.1 Components of the AAL ecosystem

The Morphia robot The assistance robot used in our AAL is a Morphia
from MetralLabs GmbH. Developed in the course of the joint research project
MORPHIA (https://www.morphia-projekt.de/), it is the result of a collabora-
tion among the Technical University of Ilmenau, CIBEK Technology und Trading
GmbH, SIBIS Institut fiir Sozial- und Technikforschung GmbH, the University
of Osnabriick, AWO Alten- Jugend- und Sozialhilfe (AJS) GmbH, and YOUSE
GmbH.

Figure 2 provides some snapshots of the Morphia robot in the small apart-
ment where the IoRT has been deployed. The Morphia robot is equipped with
a Metralabs TORY differential base, a range laser scanner SICK s300 and a
circular safety bumper. It also has an Intel RealSense D4351 RGB-D camera fac-
ing the ground used for navigation, three 2MP Valeo cameras and a Microsoft
Azure Kinect RGBD camera used for perception; and a tablet and speakers for
interaction. To handle all of these sensors and actuators, the robot is equipped
with an Intel NUC i7 and a NVIDIA Jetson Orin AGX.

The FMCW sensor for hearth/breathing rates estimation Two of the
most important vital parameters of a person are their heart and respiratory rates.
To measure them, two frequency modulated continuous wave radar (FMCW
radar) sensors have been deployed in the IoRT system. This device is a special
type of radar sensor that emits a continuous transmission signal like a simple
continuous wave radar (CW radar). In contrast to this radar, an FMCW radar
can change its operating frequency during the measurement, i.e. the transmitted
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Fig. 3. Device designed for mounting the FMCW 60GHz sensor (MR60BHA1) from
Seeed Studio and the ESP32C3 microcontroller: (Left) 3D model generated by Kicad
8.0; (Middle) Top layer showing the ESP32C3; and (Right) Bottom layer showing the
MR60BHAT1 sensor

signal is frequency modulated. These changes in frequency make further mea-
surement possibilities technically possible through time-of-flight measurements.

CW radars have the disadvantage that they cannot measure distance due to
the lack of time reference. In an FMCW radar, this time reference is generated
by frequency modulation of the transmitted signal. With this method, a signal
is emitted that periodically changes frequency. If an echo signal is received, this
frequency change has a time delay At, like a pulse radar.

The main advantages of an FMCW radar are that it can measure very small
target distances (the minimum measurement range is in the wavelength range),
that it can measure distance and radial velocity simultaneously, and that the
accuracy of the distance measurement is very high. In its 60GHz version, this
device can measure the heart and respiratory rates of the person in front of the
sensor, completely non-invasively, and without requiring the sensor to be pointed
at a very specific area of the person.

Using Seeed Studio’s MR60BHA1 as the sensor, and an ESP32C3 microcon-
troller as the control element, Figure 3 shows the design of a fully autonomous
device to measure heart and respiratory rate and send this data via MQTT. The
device can be placed under the bed or behind the back of a sofa, and measure
these frequencies when the person lies or sits down.

The 360° zenithal cameras The tracking of the person(s) moving around
the small flat is carried out using two 360° zenithal cameras located above the
two main rooms of the apartment: the kitchen-dining room and the bedroom.
Specifically, the cameras used are the Panoramic Indoor Fisheye Camera with
6MP SHD from ReoLink. Figure 4(left) shows what this camera looks like.

In our case, the cameras have been connected to a router, which allows them
to be made available to the stack software in charge of processing them. This
processing basically consists of rectifying the images, obtaining a depth estima-
tion, and detecting the objects present in the image. The depth estimation is
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Fig. 4. (Left) The 360° Panoramic Indoor Fisheye Camera with 6MP SHD from Re-
oLink; and (Right) a capture of the kitchen-dining room and the associated depth map.

carried out using using the ROS 2 wrapper DepthAnything-ROS [29] for Depth
Anything model [30].

Environmental measures To measure the most relevant environmental pa-
rameters of the environment, a second board has been designed, also with an
ESP32-C3 as a control and data sending element using MQTT, and with a
BMEG680 sensor as a measuring element. This sensor provides data on tempera-
ture, humidity, atmospheric pressure and Volatile Organic Compounds (VOC).

4.2 Obtained results

Figure 5 shows a snapshot of the state of the DSR at a certain instant in time.
Specifically, the captured situation shows that the robot is standing still, and
interacting with Oscar. Both the robot and the person are in the bedroom,
where a 360 zenith camera and an FMCW sensor are installed. In the other
important room, the dining room, there are distance sensors, a 360° zenithal
camera and an environmental sensor (marked as a temperature sensor). Each
node of the network stores information captured from the sensors installed in
the environment or onboard the robot. The temperature of the dining room,
for example, is 24 degrees, and Oscar’s heart rate is 72 bpm.

While Oscar was lying in bed, the FMCW sensor captured his heart and
respiratory rate data. Figure 6 shows some of the captured data. The heart rate
and respiratory rate data are characteristic of a healthy person.

Figure 7 shows the detection of objects and persons using the camera above
the bedroom. The system allows us to track the movement of the person through
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Fig. 5. A snapshot of the DSR running within the IoRT ecosystem

almost the entire flat (the bathroom has been left out, although we can detect
that the person has entered or left the bathroom).

5 Conclusions and future work

This article shows the deployment of an IoRT ecosystem for AAL. In terms
of software, the CORTEX architecture has been used as a basis. The need to
integrate different platforms has necessitated the design of different bridges,
an issue that has been relatively easily solved thanks to the CORTEX design
philosophy.

Our efforts are currently focused on completing the assembly of the small flat
in which the devices discussed in this article have been deployed. In this process,
new sensors and actuators will be added to the IoRT ecosystem, allowing the
robot, for example, to command a motorised door to open. New sensors, such
as the described FMCW radar, will also be added to the robot. Although we
currently only use it to estimate heart or respiratory rates, there is work using
it to identify people. This could be very interesting when the robot is deployed
in environments where there are more residents, such as a nursing home. On the
other hand, the deployment of such a complex ecosystem around a single working
memory makes it difficult to validate, on certain occasions, the functioning of
a specific part of it. Another option we are evaluating in parallel is to split
the ecosystem into the two fundamental parts of the ecosystem (i.e. IoT and
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Fig. 6. Hearth and breathing rates captured using the FMCW sensor

robot), each with its own working memory and associated tasks. Obviously, both
components should be connected and share knowledge, but they would maintain
an independence that, we understand, facilitates verification and maintenance.
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Abstract. This work aims to design and implement a Sign Language
interface to improve the communication of deaf people in hospital and
telemedical environments. Using Mediapipe to detect landmarks and a
Random Forest classifier to interpret gestures, a system capable of recog-
nising and translating signs in real time has been developed. The inter-
face includes an intuitive graphical application developed in Tkinter that
allows the visualisation of the recognised signs and facilitates interaction
with the user. In addition, detection modes for both letters and numbers
have been implemented, and mechanisms for remote communication and
system updating have been considered. The interface was integrated into
a prototype robot to test its functionality in real environments.

Keywords: Sign Language - Socially Assistive Robot - Random Forest

1 Introduction

The World Federation of the Deaf (WFD)! estimates that around 70 million
people worldwide face the reality of deafness, a figure that highlights the impor-
tance of improving communication and quality of life for this population. These
people are also, in many cases, unable to learn to speak properly. For them,
the only form of communication is usually the use of Sign Language. Briefly, a
Sign Language is the one that uses the visual-manual modality to convey mean-
ing, instead of employing spoken words. With the aim of teaching children Sign
Language, the Istanbul Technical University (ITU) launched the 'Robotic Sign
Language Tutor’ project, in which a robot interacted with these children using
sign language, while playing with them [2,3]. More than 100 children of 3.5-15
years experienced the robots and the games. A Robovie R3 Humanoid Robot
and a Nao H25 Humanoid Robot were employed for conducting the experiments.
The project is very relevant and interesting, but the focus was on teaching Sign
Language. There is a proposal for sign language recognition.

There is currently a significant progress in the research and development
of assistive robotics for the elderly or for people with certain disabilities. The
presence of these robots is expected to be one of the solutions to attend to this

! https://wfdeaf.org/
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increasingly numerous segment of the population. In this context, the idea of
designing a Sign Language communication interface arises. This can be a crucial
tool to facilitate the interaction and communication of deaf people in different
environments. Moreover, taking into account the possible penetration of the
so-called assistive robots in nursing homes or care centres [4], the design and
implementation of this interface was carried out considering its integration in a
care robot: the CLARA robot [5]. The aim is to address the additional difficulties
faced by deaf people when moving to a care environment. The implementation
of this interface would not only enhance communication, but also contribute to
improving the medical experience and care for this population group.

Hence, this article describes the design and implementation of a Sign Lan-
guage interface, whose purpose is to improve the communication and experience
of deaf people in care and telemedical environments. Although the development
of the interface is the core of this work, we have also addressed the integration
within the software architecture of the CLARA robot. The interaction between
robot and user is encoded into a Behaviour Tree, and makes use of the software
agents included in the architecture for navigation, speech, person detection and
identification, or for managing the touchscreen in the torso of the robot [5]. It
is important to note that this work is still at a preliminary stage. It will be
necessary to test it with a significant group of users to determine its robustness,
in a process in which it may be necessary to redesign parts of the framework,
especially those related to user interaction.

The rest of the article is organised as follows: Section 2 briefly introduces the
state of the art in the topic. Section 3 describes the design and implementation
of the proposed solution. Section 4 presents some experimental tests. Finally,
Conclusions and future work are drawn in Section 5.

2 Related work

In the field of the design of specific interfaces for sign language communication,
there has been a variety of work exploring techniques and technologies. The
goal is to improve the accessibility and effectiveness of communication between
people with hearing impairments and the rest of society. In this brief evaluation
of the state-of-the-art, we have chosen papers that offer different perspectives on
how to address the challenges associated with the sign language interpretation
and translation. In addition to advances in automatic sign language recognition,
other related areas have been explored that contribute to the design of more
effective, user-centred interfaces.

In the proposal by Johnny and Nirmala [6], the development of an interface
for the automatic recognition of sign language was carried out. This project
focused on the implementation of a system that combined signal processing
and machine learning techniques to interpret sign language gestures made by
users. The main goal of the interface was to convert these gestures into text or
speech, thus facilitating communication between hearing impaired people and
those who do not know sign language. To avoid the problems associated to
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using vision, a Fifth Dimension Technologies (5DT) glove is employed. Different
machine learning techniques such as neural networks, decision tree classifier, and
k-nearest neighbours were evaluated.

The work of von Agris et al. [1] focused on reviewing advances in visual sign
language recognition. This study examined different approaches and techniques
used in gesture recognition systems, with the aim of better understanding their
application in assistive communication environments for people with hearing
impairment. Methods based on image processing and machine learning were ex-
plored to effectively interpret and translate gestures. However, one of the limita-
tions identified was the difficulty in recognising complex gestures and individual
variations in sign language, which could affect the accuracy and reliability of the
system in real-world situations.

In addition to these works, other techniques and approaches have been ex-
plored in the design of interfaces for sign language communication. For exam-
ple, some researchers have investigated the use of augmented and virtual reality
technologies to enhance user experience and interface interaction [7]. These tech-
nologies offer new ways of representing and visualising sign language, which can
make it easier for unfamiliar people to understand and learn. These promising
approaches open up new possibilities for designing more effective and accessible
interfaces for people with hearing impairment.

Previous work in this field has laid the foundation for future research and
development in the design of interfaces for sign language communication. Al-
though significant progress has been made, there are still important challenges
that need to be addressed in order to create more effective and accessible inter-
faces that improve communication and inclusion of hearing impaired people in
society. In this work we have focused on the design of an interface that allows
the recognition of the signs that make up the vocabulary of sign language. This
interface should use sensors and interaction devices that we can embark on a
robot (camera, speakers, touchscreen). In addition, this work has also addressed
the complete integration in the robot, considering that it must be able to interact
with the user autonomously.

3 Design and implementation

3.1 Overview of the framework

We can divided the developed framework into two fundamental phases. In the
Training Phase, the aim was to create a model capable of recognising hand ges-
tures that represent letters and numbers. This phase involved the collection and
processing of hand data, followed by the training of the model using this data. On
the other hand, the aim of the Recognition Phase was to identify the gestures
made in real time, comparing the data sequences with the previously trained
gesture models. Figure 1 illustrates the complete process required to detect the
gestures, dividing the system into the two described phases: the Training Phase
and the Recognition Phase.
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Fig. 1. Overview of the proposed framework

Training Phase In this phase, several images of the hand performing different
gestures corresponding to letters and numbers of the alphabet were captured.
The goal of this first step was to create a database that allowed the subsequent
training of the classifier. To capture the images, a cheap webcam was used. The
information stored in the database was processed, for obtaining the relevant
features that were used to train the machine learning model. Images of the
letters of the Spanish Sign Language (LSE) alphabet were collected.

Specifically, the extracted features were the coordinates of several key points
located on the hands. These coordinates were processed to normalise them by
subtracting the minimum value from the X and Y coordinates, thus generating a
dataset representing the shape and position of the hand in each image. This data
was stored together with the labels corresponding to each letter/number. The
MediaPipe Hands from Google was used to conduct this step. Further details
are provided in Section 3.2.

The Random Forest classifier has been used to implement gesture recognition.
This algorithm is briefly described in Section 3.3. Once a model is available, it
is saved so that it can be used at run time.

Recognition Phase In this phase, practically the same algorithms used in the
Training phase are executed. Thus, the image should be captured, the features
should be extracted, and the sign should be recognised using the model already
generated. Figure 2 shows a capture of a gesture performed with both hands.
The extracted features are shown on the captured image.
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Fig. 2. Hands key-points drawn over a captured image

The following sections provide more detail on the more relevant modules of
the framework described.

3.2 Hands detection

MediaPipe is an open source platform developed by Google, designed to build
computer vision and machine learning solutions efficiently and in real time. It
simplifies the creation of complex applications through the use of computational
graphs that allow the integration of different data processing modules. The fol-
lowing is a detailed explanation of how MediaPipe works and one of its most
outstanding components: Mediapipe Hands?.

Mediapipe Hands is one of the most widely used Mediapipe modules. It is
specifically designed to detect and track hands and fingers in images and videos.
This component is critical for applications that require gestural interaction, such
as gesture-based game controllers, virtual and augmented reality, and sign lan-
guage translation.

Mediapipe Hands follows a two-stage approach to detect and track hands:

1. Hand Detection. First, it uses a neural network model to detect the pres-
ence of hands in the image or video. This model generates a bounding box
around each detected hand.

2. Landmark Prediction. Once the hand is detected, another neural network
model predicts a set of key-points or ’landmarks’ on each hand. These land-
marks represent the positions of the joints and ends of the fingers, providing
a detailed description of the hand posture.

2 https://ai.google.dev/edge/mediapipe/solutions/vision /hand _landmarker?hl=es-
419
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Fig. 3. MediaPipe Hands landmark model

The 21 Mediapipe Hands landmarks are specific points on the hand that indicate
the exact position of the joints and ends of the fingers. These points are essential
for understanding and analysing the configuration and movements of the hand.
Figure 3 shows an image of the landmarks used in Mediapipe.

3.3 Signs recognition

Random Forest is a powerful machine learning algorithm that is widely used in
classification and regression problems. This method is based on building multiple
decision trees during training and obtaining the final prediction by aggregating
the results of these trees. It has been recently used in the framework of sign
recognition [8]. Random Forest consists of the following main steps:

1. The algorithm creates multiple subsets of training data by sampling with
replacement. This means that some data may be selected more than once,
while others may not be selected at all.

2. For each subset of data, a decision tree is built. During the building of each
tree, at each decision node, a random subset of features is considered instead
of all available features. This introduces additional variability between trees.

3. Once all trees have been built, a prediction is made for each tree. For clas-
sification problems, the majority prediction (the class with the most votes)
is taken as the final prediction for the forest. For regression problems, the
average of the predictions of all trees is taken.

Figure 4 shows how the classifier works and how it manages to arrive at the
final prediction.
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Fig. 4. Decision tree of the Random Forest classifier

4 Experimental results

4.1 The CORTEX software architecture

The developed framework has been integrated into the CORTEX software ar-
chitecture [9]. CORTEX is a multi-agent architecture designed to facilitate the
creation of information flows among different types of memories and modules.
These flows are pumped by agents. Agents are represented as semicircular forms
connected to the working memory W, the so-called Deep State Representation
(DSR). They can edit it to create and maintain an updated context accessible
to the rest of the agents. W is a distributed graph structure implemented us-
ing conflict-free replicated data types (CRDT) [10]. Its nodes are elements of
a predefined ontology, and the edges can encode geometric transformation or
logic predicates. Both nodes and edges can store a list of attributes of a prede-
fined type. In this paper, we use a simplified version of the CORTEX robotics
cognitive architecture [9].

4.2 Integration of the framework in the CLARA robot

The Sign Language framework has been successfully integrated in the CLARA
robot. The interaction with the person using Sign Language has been encoded
using a Behaviour Tree®. Figure 7 shows the complete structure of the Behaviour
Tree. In its current version, it only recognises one sign. Briefly, an execution of
this use case consists of the following steps:

— The robot approaches to the person to start the use case from a correct
interaction distance (this distance can be personalised to each person).

3 https://github.com/BehaviorTree/BehaviorTree. CPP
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Fig. 5. CLARA interacting with an user through the Sign Language interface

— The BT encodes two ’say’ commands: one to greet the person with its name
(this is an attribute of the person node of the DSR), and another one to
inform the person that it is going to start the gesture recognition.

— The Gesture Recognition Interface is launched in the touchscreen in the torso
of CLARA to start detecting the letters.

— Once the finish button is pressed in the interface, the detected word is saved
as a 'word’ attribute inside the person node that is interacting with the
robot.

— Finally, a ’say’ action is executed in which the robot says by voice the de-
tected word through the interface (it reads the value of the word attribute
previously updated in the DSR node).

— The use case ends and the robot starts a new task (wandering by default).

Figure 5 shows an user interacting with CLARA using Sign Language. When
the sign is recognised, it is added to the person node. Figure 6 shows a snapshot
of the DSR after recognising one sign. The person node has been updated.

5 Conclusions and future work

This paper describes the design of a framework for Sign Language recognition
implemented using MediaPipe Hands and the Random Forest classifier. The
framework has been integrated into the embedded software architecture of a
social robot. In order to enable the robot to autonomously execute the process of
interacting with a person who communicates using signs, the interaction process
has been coded as a Behaviour Tree. This work is only a first approach to
the problem. Being integrated in a robot, the final result can be endowed with
a great deal of proactivity: if the person’s hand is not well detected, the robot
could suggest to the person to change its position in the environment; the person
could be asked to confirm if the sign has been well recognised when in doubt;
and so on.
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Fig. 6. A snapshot of the DSR after recognising a sign

As already mentioned in the Introduction, both the framework and the inte-
gration in the robot require an evaluation process with real users, since at the
moment we have only tested it in the Laboratory and with users who already
knew the framework. Extensive testing with a broader demographic and in more
varied environments is necessary to truly validate the system’s effectiveness and
robustness. Obviously, the evaluation with real users will involve changes in the
different parts that make up both the recognition framework and the interaction
procedure.
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Abstract. Real-time capabilities are crucial for enabling robots to inter-
act effectively in dynamic human environments, addressing latency and
computational constraints that hinder traditional systems. This paper
examines the essential role of real-time processing in active perception
systems within social robotics. We propose an integrated approach within
the ROS 2 framework, leveraging advanced object detection models and
cascade lifecycle nodes to ensure robust and efficient tracking of individu-
als and objects. The robot’s head or camera is required to move and direct
itself toward visual stimuli. Our experimental validation demonstrates
significant improvements in orientation error rates with real-time config-
urations, particularly under high-stress scenarios. The findings highlight
the practical advantages of real-time systems in enhancing situational
awareness and interaction quality in social robotics.

Keywords: Open Source Robotics - Perception Systems - Social Robotics
- Open Frameworks - Real-Time Processing.

1 INTRODUCTION

In the rapidly evolving field of social robotics, active perception systems have
become a cornerstone for enabling robots to interact effectively and intuitively
within human environments [3|. Real-time processing is critical for these systems,
as it allows robots to adapt to dynamic changes and respond promptly to human
behaviors and environmental cues [1]. This paper, investigates the essential role
of real-time capabilities in enhancing the performance and efficacy of active
perception systems within social robots.

The motivation for this paper arises from the need to address the chal-
lenges posed by increased system load on the effectiveness of tracking individuals
or objects. In dynamic environments, where timely and accurate perception is
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paramount, traditional systems often struggle with latency and computational
constraints. We propose that incorporating real-time processing can ensure reli-
able and efficient tracking, even as system demands escalate, thereby improving
robots’ situational awareness and interaction quality.

Robocup is a major international initiative promoting advancements in au-
tonomous robotics through competitive events. Featuring leagues such as Robo-
CupSoccer, RobocupRescue, RoboCup@Home, RoboCupJunior, and RoboCup
Industrial. [23]

The RoboCup@Home league aspires to advance service and assistive robotic
technology for future domestic applications. The evaluation of the robots’ skills
and performance is conducted through a series of benchmark tests in realistic,
non-standardized home environments. RoboCup@Home serves as a valid testbed
due to its rigorous evaluation of service and assistive robotic technologies in
realistic, non-standardized home environments. [22]

The significance of focusing on RoboCup tests lies in their comprehensive
and practical approach to assessing robotic capabilities across various domains,
including Human-Robot Interaction, Navigation, and Object Recognition. The
necessity for real-time attention during these tests is paramount, as it ensures the
robots can effectively adapt to dynamic conditions and interact seamlessly with
humans, thereby demonstrating their potential for future domestic applications.

The necessity for real-time attention systems is crucial for effective human-
robot interaction and for the robots’ ability to follow and assist individuals. Real-
time attention enables robots to respond promptly and accurately to dynamic
changes in the environment and human behavior. This capability is essential
for ensuring seamless interaction, as it allows robots to anticipate and react to
human actions, maintain safety, and provide timely assistance. Additionally, real-
time attention systems enhance the robot’s ability to perform complex tasks such
as tracking a person through a cluttered environment, recognizing and adapting
to human gestures, and making split-second decisions that improve the overall
user experience and reliability of the robotic system.

ROS, as described by Quigley et al. [24], has established itself as the leading
framework in robotics, offering a structured communication layer above het-
erogeneous compute clusters rather than a traditional operating system. ROS
addresses the complexities of robotics software integration, enabling code reuse
across diverse hardware platforms.

ROS 2 has emerged as a significant advancement over its predecessor, ad-
dressing many of the critical limitations identified in ROS 1. While ROS 1 laid
the foundation for robotics research with its modular framework and exten-
sive utilities, it struggled with issues related to security, network topology, and
scalability, particularly in non-traditional and large-scale embedded systems.
ROS 2 also brings enhanced real-time capabilities, ensuring more reliable and
predictable performance for time-sensitive applications. This redesign facilitates
better reliability and performance, making ROS 2 well-suited for both research
and commercial deployment across diverse environments. [25]
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Usually, real-time considerations are not a primary focus in high-level ap-
plications. However, addressing real-time requirements is becoming increasingly
relevant in modern robotic systems. In our forthcoming paper, we will elaborate
on strategies specifically tailored to meet these demands, thereby contributing
valuable insights to optimizing real-time performance in advanced robotic appli-
cations

This paper is structured as follows: Section II reviews related work, pro-
viding a context for our contributions and highlighting the advancements and
limitations in current active perception systems. Section III outlines the general
architecture of our proposed system, detailing the key components and their
interactions. In Section IV, we present the strategies employed within the ROS
2 framework to achieve real-time performance, focusing on the communication
mechanisms between the perception and attention systems. Section V offers an
experimental validation of our approach, showcasing its effectiveness through
various scenarios and under varying system loads. Finally, Section VI concludes
the paper, summarizing our findings and discussing potential avenues for future
research, while Section VII addresses the limitations of our current implementa-
tion and suggests directions for future improvements.

2 RELATED WORK

Real-time perception systems in robotics have been a focal point of research,
with various methodologies developed to enhance a robot’s ability to interact
dynamically with its environment. The study "Real-Time Multiple Human Per-
ception With Color-Depth Cameras on a Mobile Robot" [1] explores a system
that employs color-depth cameras to detect and track multiple humans in real-
time. This approach underscores the importance of integrating robust algorithms
capable of processing sensory data swiftly, which is essential for maintaining ac-
curate tracking in cluttered environments and ensuring effective human-robot
interaction.

Active perception systems represent a significant advancement in robotic
perception, allowing robots to actively control their sensors to gain a better
understanding of their surroundings. In "Visual Attention in a Mobile Robot"
[2], the authors present a method by which a mobile robot dynamically adjusts
its focus based on areas of interest within its field of view. This system improves
the efficiency and quality of robot-environment interactions by optimizing the
use of processing resources and concentrating on relevant stimuli, which is critical
for applications like surveillance and autonomous navigation.

Attention mechanisms in robotics, inspired by human cognitive processes, are
becoming integral to enhancing a robot’s perceptual capabilities. Authors in [4]
discuss the implementation of attention models that allow robots to prioritize
sensory inputs, improving their efficiency and responsiveness.

These mechanisms are particularly beneficial in complex environments where
robots must discern and react to multiple stimuli simultaneously, significantly
enhancing a robot’s ability to perform tasks such as object recognition, nav-
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igation, and human interaction. In [2| authors utilized segmentation directly
to focus a robot’s attention. [4] advanced this by proposing a robot scanning
method based on human visual search models, optimizing long-term informa-
tion acquisition about target locations. [5] integrated peripheral-foveal vision
with an attention mechanism to enable the "Curious George" robot to build a
semantic map of its environment, effectively labeling objects.

In other work, Kismet was developed, a robotic head using various filters
like face detection, color, and movement to direct its gaze towards salient ar-
eas [6]. Also, [6] introduced the WABIAN humanoid robot with an active vision
system guided by visual and auditory inputs, inspired by Wolfe’s research on
identifying relevant image areas. Numerous studies have focused on salience,
emphasizing image region relevance without spatial information beyond the im-
age itself [8],[9],[10],[11],[12].

Other notable contributions include introducing "Regions of Interest" in im-
ages to guide a robot’s camera, based on the robot’s active tasks [15].Authors
in[16] combined bio-inspired models with neural networks to create saliency maps
focusing on spatial areas within the environment. Integrating attention systems
into cognitive architectures,[17] proposed a method for managing visual atten-
tion in humanoid robots within a cognitive architecture based on salience. [18]
discussed Cortex, a cognitive architecture that directs the robot’s gaze to ar-
eas likely containing items.[14]| introduced the EgoSphere concept in the iCub
robot, integrating sensory fusion to adjust salience. [19] demonstrated a social
robot using visual attention to control gaze direction within group conversations,
integrating stimuli such as people’s locations and sound sources.[20]described an
attention system that dynamically manages a robot’s focus on various stimuli
through a client-server architecture, ensuring efficient visual attention manage-
ment.
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3 GENERAL ARCHITECTURE DESCRIPTION

The proposed architecture, depicted in Figure 1 comprises multiple intercon-
nected systems, including the perception system, the attention system, and the
dialogue system, each enhancing the robot’s functionality and effectiveness in
social environments.
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Fig. 1: Diagram of the Proposed Social Robot Architecture

— Tiago Robot:
e Nav2 and Movelt2 are integral components of the ROS2 software.
e Publishes to:
* /head_front_camera/rgb/image_raw
* /head_controller/joint_trajectory
e Subscribes to:
* /head_controller/joint_trajectory
— Computer:
e Perception System:
* Receives images from Yolo V8 via /input_image.
* Publishes detections to perception_system_interfaces/msg/DetectionArray.
* Interacts with the attention system to identify individuals through
the TF System.
e Attention System:
* Issues attention commands via attention_system_msgs/msg/AttentionCommand.
* Sends joint trajectory commands through control_msgs/action/FollowJointTrajectory.
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* Seamlessly integrates with the Perception System, dynamically ad-
justing the robot’s focus based on real-time data, ensuring timely
and contextually relevant interactions.

e Dialogue System facilitates Human-Robot Interaction (HRI), enabling
the robot to listen and speak.

e Yolo V8 is used for object and person detection in images.

e The Transform Tree (TF) is used for coordinate transformation and
spatial referencing between systems.

e The Behaviour Tree Controller incorporates behavior tree nodes that
enable dynamic and adaptable robotic behaviors within social environ-
ments.

The perception system acquires and processes environmental information
through various sensors, primarily focusing on camera data. This information
is crucial for the robot’s interaction and decision-making processes.

Playing a pivotal role in social robotics, the attention system dynamically
focuses on specific entities or individuals within its environment. It manages
and prioritizes the robot’s focus on a single stimulus, ensuring efficient and con-
textually appropriate interactions. A crucial aspect of the attention system is
its integration with the perception system. The perception system generates a
transform (tf) for the detected person, encapsulating their position and orienta-
tion in the environment. By subscribing to this single transform, the attention
system can dynamically track and follow the person, maintaining continuous
focus and enhancing interaction capabilities.

Seamless integration between the perception and attention systems allows
the robot to adjust its focus dynamically based on real-time data, ensuring in-
teractions are timely and contextually relevant.

Behavior tree nodes incorporated in the Behaviour Tree Controller enable dy-
namic and adaptable robotic behaviors within social environments. These nodes
provide a flexible and modular framework for defining and executing complex
robotic tasks. An example behavior tree diagram (Figure 2) illustrates the im-
plementation and functionality of these nodes within our system.

Sequence preemme e eseaeeaaanan .

Control Node

Condition Node

Y

RateController Tum
? [¢ )]
EnoughBattery 5Hz 2 radians

Decorator Node

1000

Action Node i

Y
Go Forward
1 meter

Fig.2: Diagram of a Simple Behaviour Tree from A Concise Introduction to
Robot Programming with ROS2 [26]
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A state machine is implemented through Lifecycle nodes, ensuring determin-
istic program management and reliable execution. Node states can depend on
other nodes, creating a cascading startup where each node activates only af-
ter its dependencies are active [21]. This approach offers significant advantages,
including predictability in parameter access during the configuration transition,
coordination of startup sequences among multiple nodes, and programmatic con-
trol beyond traditional constructors for component initialization.

.

on_ermor) |

-~ State
Transition
calback) | Caoack

Requested
transition

e

on success

e
[Con_shudowng —>  onfaiure

Fig. 3: Diagram of Lifecycle Nodes: States and Transitions from A Concise In-
troduction to Robot Programming with ROS2 [26]

Lifecycle nodes in a robotic system can be delineated into several primary
states, as depicted in Figure 3:

Unconfigured: The node is not yet initialized and cannot perform any
meaningful operations.

Inactive: Once configured, the node is initialized but not yet performing its
primary functions, effectively on standby.

Active: The node is fully operational and performing its designated func-
tions.

— Finalized: The node has been decommissioned and is safely stopped.

In ROS2, nodes progress through various states, each facilitating a different
phase of the node’s lifecycle. Initially, a node must trigger the configure transition
to enter the Inactive state. From the Inactive state, it can transition through the
activate transition to become Active. Conversely, it is possible to transition from
the Active to Inactive state through the deactivate transition. In the event of an
error, the node can move to the Finalized state. When a node has completed its
task, it can transition to the Finalized state.
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Each state transition allows for the execution of necessary tasks and checks.
A transition may fail if the conditions specified in the transition code are not
met.

4 ROS 2 Strategies for Real-Time Processing and Active
Perception

Real-time systems as shown in Figure 4, are designed to respond to stim-
uli within strict time constraints, ensuring timely and predictable interactions.
These systems are characterized by their ability to meet predefined deadlines
for task execution, which is crucial for applications requiring consistent and im-
mediate responses. In the context of robotics, real-time systems are integral for
maintaining operational reliability and safety, especially in dynamic environ-
ments where latency can lead to significant consequences.

2 Control loop Anti-lock Earthquake
[ (0.1-1ms) braking warning
3 (10 ms) system
o Collision (2-5s)
% detection
High-freq W (10 - 30ms)
Trading Live music
(0.5 - 50us?) production
(1-10 ms; Vid
¢ ) g;meeos Text/voice
5.33ms) Communication
¢ ) (05-25)
Online checkout
(5-10s) Ph.D simulation
(minutes - days)
Max latenc:
01ms 1ms 10 ms 100 ms 1s 10s 100s Y
10 kHz 1kHz 100 Hz 10 Hz 1Hz 01 Hz 0.01Hz 1

Fig. 4: Instances of Real-Time Systems from Real-time programming with ROS
2 27|

In the robotics field, these time-critical systems must adhere to several essen-
tial requirements to ensure they meet the necessary performance and reliability
standards. Bounded response time, as can be observed in Figure 5a, refers to
the system’s capability to respond to an input or event within a fixed and pre-
dictable timeframe. This is crucial in ensuring that the robot can react promptly
to changes in its environment, such as avoiding obstacles or interacting with hu-
mans. Delayed responses could lead to operational failures or safety hazards.
This concept is typically illustrated by a callback function that must complete
its execution within a specific time limit, demonstrating the bounded response
time.
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High-frequency control loops, operating at approximately 1000Hz, are es-
sential to maintain stability and prevent unsafe conditions. These control loops
are fundamental in managing the dynamic behavior of robots, where an unsta-
ble controller could result in hazardous situations. Moreover, object detection
and collision avoidance mechanisms, functioning at around 100Hz, are critical
for ensuring that the robot can detect and avoid obstacles in a timely manner,
preventing collisions.

Guaranteed end-to-end latency, depicted in Figure 5b, ensures that the to-
tal time taken from the initial input to the final output (end-to-end latency)
is consistent and predictable. In a robotic system, this guarantees that com-
plex processes involving multiple steps (e.g., sensing, processing, and acting) are
completed within an acceptable time frame. This predictability is essential for
synchronized and coordinated actions. An illustration of this concept usually
involves a series of interconnected processes or nodes, with the total time from
start to end being measured to ensure it remains within the guaranteed limits.

Deterministic update rates, illustrated in Figure b5c, refer to the system’s
ability to perform regular updates at fixed intervals, without deviation. This
consistency is important for tasks that require regular monitoring and updates,
such as maintaining balance, tracking moving objects, or continuously processing
sensor data. It ensures the robot operates smoothly and reliably. This require-
ment is often portrayed by multiple processes being executed at regular intervals,
highlighting the importance of maintaining a consistent update rate.

a 1
'

time

Response time

(a) Bounded response (b) Guaranteed end-to- (c) Deterministic end-to-
time Diagram end latency Diagram end latency Diagram

43 4 84 8
i: End-To-End Latency V: D D D [:] [:]

time

Fig.5: Comparison of different latency diagrams from Real-time programming
with ROS 2 [27]
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We have integrated real-time processing into the perception and attention
systems, as presented in the snippet of code 1.1. This integration significantly
enhances the robot’s ability to interact and respond effectively in social environ-
ments. The proposed architecture leverages these real-time capabilities to ensure
that the robot can maintain situational awareness and engage in contextually
appropriate interactions, thus improving the overall quality of its performance
in dynamic settings.

rclcpp::ExecutorOptions exe_rt_options;
rclcpp::executors::MultiThreadedExecutor executor_rt(exe_rt_options, 4)
std::list<std::shared_ptr<rclcpp_cascade_lifecycle::CascadeLifecycleNode>> sched_nodes = {
make_shared<attention_syste AttentionServerNode >(node_options),
std::make_shared<perception_system eopleDetectionNode >(node_options),
std::make_shared<perception_system::ObjectsDetectionNode>(node_options)};

| tems nod > the appropia ecut
for (auto & sched_node : sched_nodes) {
executor_rt.add_node(sched_node->get_node_base_interface());

b3

“hange systems nodes state to Configure
for (auto & sched_node : sched_nodes) {
sched_node ->trigger_transition(lifecycle_msgs::msg::Transition:: TRANSITION_CONFIGURE);
b3

pinnning systems nodes in their executors
auto realtime_thread = std::thread(
1o {

sched_param sch;

sch.sched_priority = 60;

if (pthread_setschedparam(pthread_self (), SCHED_FIFO0, &sch) == -1) {
perror ("pthread_setschedparam failed");
exit (-1);

¥
executor_rt.spin();

s

rclcpp::spin(aux_node);
realtime_thread.join();

Listing 1.1: Attention and Perception Systems Configured for Real-Time
Operation

In the ROS 2 framework, the interaction between the perception and atten-
tion systems is orchestrated through a series of strategies for active perception.
These strategies leverage ROS’s capabilities to facilitate seamless communication
and coordination between the two systems.

Specifically, the perception system in ROS 2 provides transforms representing
the detected entities to the attention system. These transforms contain essential
information, such as the position and orientation of the entities in the environ-
ment. The attention system, in turn, subscribes to these transforms, enabling it
to focus on and track the detected entities dynamically.

By utilizing ROS’s messaging infrastructure, the perception system can ef-
ficiently relay relevant real-time data to the attention system. This integration
ensures that the attention system remains synchronized with the perceptual in-
put, enabling the robot to maintain an appropriate and continuous focus on the
entities of interest.

The system is based on integrating the YOLO v8 model (You Only Look
Once version 8), one of the most advanced architectures for real-time object
detection and recognition.
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A perception listener has been implemented as a single token, requiring spec-
ification of the user’s interest in a particular object or person. This allows the
perception system to efficiently subscribe to and respond to relevant detections,
facilitating a swift and appropriate response from the robot to its dynamic envi-
ronment. This modular and detailed approach ensures that the robot can operate
autonomously and effectively in social robotics applications, where interaction
with humans and objects is fundamental.

5 EXPERIMENTAL VALIDATION

Our research relies heavily on a geometric transformation framework known as
TF, which effectively manages the relationship, encompassing translation and
rotation, between frames or reference axes. Through this system, coordinates
within one frame can seamlessly transition into another provided that both
frames are linked within the same TF tree. This tree structure of TF connec-
tions ensures that each frame maintains a singular parent frame while potentially
possessing multiple child frames.

The Tiago robot incorporates two pivotal joints tasked with orienting the
orbbec astra camera: head 1 link, designated as HIL, facilitating horizontal
adjustment (pan), and head 2 link for vertical adjustment (tilt). Initially, the
transformation matrix was derived from H1L to the individual (H1L — person),
acquired via the perception system, which furnishes the individual’s transforma-
tion. Subsequently, the error metric that can be observed in Equation 1 (o)
was determined as the absolute value of the arctangent of the ratio of the Y-
translation (Yirans) to the X-translation (Xirans)-

) )

o= tan_l (‘ Kra:ls
trans

In order to assess the efficacy of our methodology, a series of experiments

were conducted within the Robotics Laboratory as shown in Figure 6).

Fig. 6: Visualization in Rviz depicting YOLOvVS image on the left and transfor-
mations of head_1_link and person on the right.
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Each experiment lasted approximately 1.5 minutes and investigated six dis-
tinct scenarios. These scenarios were classified into Real-Time and Non-Real-
Time contexts, each exposed to different levels of CPU stress: low, medium, and
high.

Fig. 7: Robotics laboratory test scenario, illustrating the journey from point A
to point B: on the left, the individual starting at point A; on the right, the
individual arriving at point B.

The experiments employed the Tiago robot® in conjunction with a computer
system featuring an AMD Ryzen 9 7845hx processor with 24 cores, 32 GB of
RAM, and an NVIDIA 4060 GPU throughout all trials. To emulate system load,
we employed the s-tui package?.

The outcomes of these experiments are presented in the subsequent figures 8,
9, and 10. The figures reveal strikingly similar results between low stress (LS) and
medium stress (MS) conditions across both real-time and non-real-time setups.
However, in high stress (HS) scenarios, notable distinctions emerge. Specifically,
during the initial moments of high stress, the error rate nearly doubles in the
non-real-time setup compared to the real-time configuration. This underscores
the superior efficacy of real-time systems in mitigating errors under high stress
conditions.

3 https://pal-robotics.com /es/robots /tiago/
4 https://github.com/amanusk/s-tui
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Fig. 10: Error Over Time in RT and NRT with high stress CPU load

The negligible differences in mean and standard deviation values between the
real-time and non-real-time configurations under low stress conditions indicate
that the performance benefits of real-time systems are not significantly evident
in these scenarios. Both configurations exhibit low error rates and comparable
performance metrics.

In the context of medium stress levels, although the differences are minor, the
real-time configuration demonstrates a slight improvement in mean error rate,
indicating marginally enhanced performance. This suggests that the real-time
system may manage medium stress conditions with slightly greater efficiency
than the non-real-time system.

In the case of high stress levels, a substantial increase in mean performance
values and standard deviations is observed in non-real-time scenarios. This in-
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dicates that the system’s performance becomes increasingly unpredictable and
variable under HS in non-real-time conditions.

The following tablel illustrates a detailed comparison of performance metrics
across stress levels and system configurations.

Scenario |Stress Level|Mean|Standard Deviation
Non-Real-Time Low 0.134 0.075
Real-Time Low 0.138 0.076
Non-Real-Time| Medium 0.148 0.086
Real-Time Medium 0.137 0.089
Non-Real-Time High 0.206 0.195
Real-Time High 0.176 0.117

Table 1: Summary of Mean and Standard Deviation for Each Experimental Sce-
nario and Stress Level

6 CONCLUSIONS

In this paper, we have explored the critical role of real-time processing in en-
hancing active perception systems for social robotics. Our investigation focused
on integrating real-time capabilities into the perception and attention systems
of robots, thereby improving their ability to interact effectively and intuitively
in dynamic human environments.

‘We began by highlighting the challenges posed by latency and computational
constraints in traditional perception systems, particularly in scenarios requiring
timely and accurate tracking of individuals or objects. By leveraging real-time
processing, we demonstrated how these challenges can be mitigated, ensuring
robust performance even under increasing system loads.

Through our experimental validation, conducted using the ROS 2 framework
and the Tiago robot, we evaluated the effectiveness of our approach across var-
ious stress levels and scenarios. The results consistently showed that real-time
configurations significantly reduced orientation error rates, particularly under
high-stress conditions, highlighting the practical advantages of real-time systems
in dynamic environments.

Moreover, our architecture’s modular design and integration with ROS 2
facilitated seamless communication between perception and attention systems,
enabling the robot to dynamically adjust its focus based on real-time data. This
capability is crucial for maintaining contextually appropriate interactions with
humans and objects in social settings.
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7 LIMITATIONS AND FUTURE WORK

An important consideration in advancing real-time perception systems for social
robotics is the dependency on hardware configurations. The efficacy of enhance-
ments in real-time processing capabilities may vary based on factors such as
processing power, memory capacity, and sensor integration.

We are actively integrating real-time processing capabilities into our systems
specifically for the RoboCup@Home competition. This effort seeks to elevate
the performance of the Tiago Robot in competitive settings, where responsive-
ness and robust real-time decision-making are crucial. By harnessing real-time
processing technologies, we anticipate achieving significant advancements in au-
tonomy and adaptability during complex tasks and interactions. Key tasks under
consideration include real-time tracking of individuals, precise identification of
specific persons within crowded environments, and the interpretation of human
gestures. These capabilities are pivotal for enabling our robots to navigate and
interact seamlessly in dynamic and unpredictable settings typical of domestic
environments encountered in the RoboCup@Home competition.

Additionally, we are extending our real-time processing framework to seam-
lessly integrate with diverse robotic platforms beyond our current implementa-
tion with the Tiago robot. This extension will broaden the applicability of our
advancements across various robotic systems, enhancing their ability to operate
with heightened responsiveness and reliability in real-world social settings.

In the field of robotics, our findings can contribute to the advancement of
robotic perception and interaction capabilities. Enhanced detection and inter-
pretation mechanisms can improve a robot’s ability to navigate and interact with
dynamic environments. For example, service robots could benefit from improved
object recognition and navigation skills, leading to better performance in tasks
such as cleaning, delivery, and elder care.

Furthermore, the implications extend to human-computer interaction (HCI).
By improving the ways in which systems understand and respond to human
inputs, the findings can lead to more intuitive and seamless interfaces. This could
revolutionize the way users interact with technology, making it more accessible
and user-friendly.

In conclusion, while this study provides valuable insights within a controlled
experimental setup, its broader implications and potential applications are vast.
By extending these findings to various fields and considering their long-term
benefits, we can appreciate the full impact of this research.

Acknowledgments. This study was funded by CoreSense (grant number 10107025).
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Abstract. Active Inference is a cutting-edge theoretical framework that
leverages Bayesian inference, control theory, and the free energy principle
to explain perception, action, and learning in both biological and artifi-
cial systems. This paradigm posits that systems actively infer the causes
of their sensory inputs and seek to minimize the surprise between the
internal model (learnt by experience) and the actual world state given
the observations. However, it usually assumes that the generative model
of the world is known—particularly in the discrete domain. Hence, pro-
viding grounded and dynamic internal representations of the world can
provide the scalability for real world applications, such as robotics. Here,
we discuss the potential of integrating dynamic scene graphs, composed
of heterogeneous nodes and edges that code parts, objects and individuals
in the world with human-shared semantics, with model-based Bayesian
inference approaches. We suggest that this type of representation, widely
used in Robotics, can be endowed with a kind of dynamics that provides
more expressiveness than other solutions such as behaviour trees over
fixed ontologies or categories. We present the advantages and the chal-
lenges of such a model for robotics through examples framed in real-world
use cases.

Keywords: Active Inference, Dynamic Scene Graphs, Robotics

1 Introduction

Most contemporary Robotics Cognitive Architectures (RCA) rely on a working
memory (WM) to represent the current state of the robot and its surrounding
environment. This representation is usually built from inputs coming from dif-
ferent perceptual modalities that are processed to detect and stabilize objects
in the vicinity relevant to the task at hand. A common software implementation
is a scene graph, where vertices represent detected objects and edges encode
relationships among them. Scene graphs have their origin in computer graphics,
where acyclic graphs (DAG) are used to represent a scene by the topological and
spatial relations among objects [28]. In computer vision, scene graphs have been



Discrete Active Inference with Dynamic Scene Graphs 187

widely used to transform visual scenes into semantically structured representa-
tions, usually expanding into multi-layer structures covering large space areas.
Due to the complexity of creating these structures, many efforts have been di-
rected towards automating this process using deep neural networks trained with
large datasets [7][34]. In this context, dynamic scene graphs have been defined
as an extension to static graphs that capture the dynamic relationships among
objects that appear in video sequences [9][30]. In the rest of this paper we will
use the term dynamic scene graph (DSG) in the sense of graphs that change in
time to adapt to the static or dynamic content of the world.

In robotics, scene graphs were introduced in [2], with some precedents based
on related concepts [28][23][11] [33]. The first results in the semi-automated con-
struction of large scene graphs were reported in [1][16] and later, a series of
papers by another group presented successive results that culminated in the Hy-
dra architecture [1] [27] [13] [8] [14] These systems have been designed as tools
to create structured representations of large scenes and include all detectable
elements and relationships in the environment. They start from a metric recon-
struction and build on it to extract the human-shared concepts (e.g., rooms,
furniture, and people) represented in the graph. The goal is to create the scene
graph per se, not to make it a part of what a robot would need to succeed in its
tasks.

Although the results presented in these architectures are impressive in terms
of recovered detail and low error rates on the datasets, we are interested in a
type of model that could support real-time discrete active inference in robots.
These graphs and especially the processes supporting them within a robotics
control architecture must meet some specific constraints that we will explore in
the next sections.

One of the most influential approaches in modern robotics is to model per-
ception, planning, and control as a Markov decision problem and use Bayesian
modeling to solve it. We can see this in several areas of research from classical
estimation to deep reinforcement learning. The difference between the methods
is usually on how we model the problem and how we cast it to make it tractable
(e.g, variational methods, optimization, etc).

Here we address a specific type of approximate Bayesian inference, named
Active Inference (AIF), which originated in computational neuroscience [24], but
that has been recently investigated in robotics and artificial intelligence [19]. In
this mathematical framework, the agent/robot has a probabilistic model of the
world (generative or world model) [29] and perceives and plans to minimize sur-
prise or the discrepancy between the predicted observations and the data being
observed. Particularly in high-level decision making or planning, this internal
model has to be designed (through factorization of the variables) or learned
through experience. In the case of discrete state representation, we face the
unsolved challenge of grounding representations. Therefore, in the majority of
the works in the literature the structure of the states, likelihoods, and transition
functions are provided. For instance, by defining the categorical distributions and
the matrix sizes. Recently, some effort has been made to connect estimation and
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planning to behavior or semantic trees [26]. Thus, enriching the representation
power for robotic tasks. In a real-world situation, we need dynamic representa-
tion structures that allow us to flexibly represent the semantics of the world but
at the same time, to provide inference about the current state of the robot and
the best plan to execute.

2 Generative models in AIF

In the same way that we can use a graphical representation to evaluate the
possible plans, dynamic scene graphs can represent the current model of the
world that can be used to, for instance, infer the robot or any other element’s
position in the environment. This scene graph has to account for the continuous
changes in the environment and in the robot itself, acting as an effective working
memory. DSG, thus, has the potential to be used as an internal discrete world
model. However, to make DSG a proper generative model, we need to find a
sound mapping between the DSG’s creating and updating mechanisms and the
generative model dynamics.

In the Active Inference framework, an agent that does not have access to
the world/body state has to infer it from the sensor measurements. In terms of
Bayesian inference, it infers the most probable state of the world = using im-
perfect noisy sensory observations y and prior information—for instance, learnt
by experience. According to Bayes rule, the probability of a state z given the
observed data y is encoded in the posterior probability p(z|y).

The agent aims to approximate its internal model to the true (posterior) dis-
tribution given the sensory inputs, the current hidden states, and action policies.
By reducing the difference between the predicted sensory inputs and the actual
sensory inputs from the environment, the agent can revise its beliefs and enhance
its internal model to better reflect the underlying structure of the world. This
process allows the agent to make more accurate predictions and choose actions
that are effective in achieving its goals within the environment.

Computing the posterior p(x|y) is generally intractable and cannot be di-
rectly evaluated in most cases, especially in continuous spaces. This is usually
due to the normalization term in Bayes rule p(y) also known as the marginal
likelihood, which corresponds to the probability of observing y regardless of the
state. For a real robot, this means knowing the unconditional probability of each
measurement in advance. Under the free energy principle, a variational Bayes
approach is employed to find a tractable solution. Rather than calculating an
exact posterior, it is approximated through optimisation. To proceed with this
approach ¢(x) is defined as a variational density. Then, the goal transforms into
minimising a measure of the difference between p(z|y) and ¢(z). The Kullback-
Leibler divergence (KL) does precisely this since it approaches 0 when both
distributions are the same:
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q\r L
KL[g(z) || p(z]y)] = /q(z) log p((x\gi) dx  — KL definition (1)
= /q(x) log ;I(Eﬁ)) dx  — chain rule (2)
’ p(y)
_ q(x)
= [ q(z)log (. 2) dx +logp(y) — log product  (3)
F = variational free energy surprise
=F+logp(y) =0 (4)
= KL[g(z) || p(y, z)] + log p(y)- (5)

F.in Eq. 4, is defined as the variational free energy (VFE) and measures the
divergence between the variational density q(x) and the joint distribution p(y,
x), as shown in Eq. 5.

The VFE can be evaluated because it depends on q(x), our proposed model
distribution, and the robots’s knowledge about the environment obtained by
sampling it from p(y,z) with its sensors. Notably, since the KL divergence
is always positive, the VFE serves as an upper bound on the surprise: F' >
—log(p(y)), which quantifies the atypicality of events through the negative log
probability of sensory data. Thus, optimizing F is equivalent to evaluating the
posterior density. In the ideal scenario (e.g., no noise), when the model accu-
rately captures the real generative process, KL[q(z) || p(z|y)] is zero, and F
becomes the marginal likelihood or surprise. The primary advantage of this for-
malism is that it transforms the intractable Bayesian inference problem into an
optimization problem, as shown in the next section. Crucially, for AIF agents,
both the state and action are inferred simultaneously by optimizing F', although
we will not use the action part here.

When performing planning in discrete active inference we introduce the ac-
tion plan or policy (7), where the best plan is the one that minimises the Ex-
pected Free Energy (EFE). Again this is solved through variational inference and
tractable factorization of the posterior densities [10]. The policy distribution is
computed as follows: g(7) = softmax(EFE(r)).

3 State estimation in AIF

Given the above definitions, we now derive an effective procedure for estimating
the internal state ¢ that will later become the core of the robot’s internal model.
The goal is to find the state values that minimise the free energy F' in Eq. 77,
since F' > 0 and reducing it reduces the difference between the model ¢(z) and
the probability of the world being in state = given a measurement y, p(z|y).

x = arg min F'(z,y) (6)
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This involves the estimation of two components: the mean estimate and the
associated confidence (precision or inverse covariance) of the estimate. Under
the free energy principle framework, both can be estimated using the first two
gradients of the free energy.

The VFE has this closed form under the Laplace and mean-field approxima-
tions [19][4] and is defined as:

Flp,y) ~ ~Inp(p,y) - 3 m(2nC") M

where p is the estimated mean of the variational distribution ¢ under the
Laplace approximation and ¢* is the optimal covariance of F(z,y), see [4]. We
can suppress the constant optimal variance term and express F(u,y) as

F(u,y) = —Inp(p,y) = —Inp(y | w)p(u) (8)

which will be our target cost function to minimise. The next step is to give
p(p,y) a more concrete form. We start by defining a function,

y=g(p) +2 9)

that generates a measurement y, i.e. a lidar sweep or a room’s corner position,
as a function of the estimated current state of the world pu, plus some random
noise z. In the scene graph representation, it will be a geometric transformation
of some object feature coordinates, i.e., a room’s corner, to the sensor coordinate
system, with a final covariance that is the result of transforming the original one
through all the intermediate steps, see Figure 1. Solving for z and assuming it
comes from a normal distribution,

(1) = o expl o)

z = — = xXP(—

y—g 2mo, P 20,

The likelihood p(y | i) expresses how likely it is to obtain a certain measure-

ment y given that the internal model of the world, including the robot, is at p.
Then it can be written as a random variable, z, whose mean is the estimation

g(p),

(10)

1
= exp | —
p(y | 1) Jamal 0P ( 20,
The second factor in Eq. 8, p(u) represents the prior knowledge about the
state of the world before any measurements are taken. If that initial state is
defined as i and assuming that the elements of the world are static, the updated
state will fluctuate around the prior as,

p=p+w
The random difference w = p — [ is taken as normal distribution with mean
i and variance o, governing how p(u) diverts from its mean,
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2
w =) = e (—%) (13)

We can apply now the properties of logarithms to F(y, p),

F(y,p) = —In(p(y | p)p()) | productrule

—Ilnp(y | u) —lnp(p) | inverse property

1 , 1 , 1
Qaz(y—g(u)) +E(u—u) + 5 (oz00), (14)

If our internal model represents many different objects, each one will have
a different gz () prediction function. Defining €,,, = yr — gr (1) as the sensory
prediction error caused by an element k represented in the internal state, i.e,
the pose error between a predicted 3D feature and its real measurement, and
assuming that the state does not have internal dynamics and that the perceived
objects are independent, F can be expressed as a quadratic cost function,

F(y’ /U‘) = Z(E;kzlg_lgy.k) (15)
k

where X! represents the inverse covariance of the prediction gy (p) that
modulates how much confidence is attributed to each term with respect to the
total sum of errors.

4 DSG as generative models

The hypothesis we present in this paper states that DGS can be embedded in
a control architecture and behave as a reasonable approximation to these gen-
erative models so we can use discrete active inference for perception and plan-
ning. To elaborate our argument, we define a specific kind of DSG as a graph
G = (N, E) where N is set of nodes E is a set of edge, in which each node n; € N
represents a specific concept from a set C : (robot,room,door,object,) and
each directed edge can denote either a probabilistic geometric transformation in
SE(3), or a logical predicate in the set P : (connected_to,on_top, same_as,...)
When nodes are connected by SE(3) edges, they are constrained to form a kine-
matic tree that represents the hierarchical spatial relations of the objects in the
scene. Logical edges can break this constraint since they do not affect the geom-
etry of the tree. Each scene represented this way can be seen as a tree of objects,
including rooms, connected by springs whose stiffness is determined by how the
robot’s measurements match the model’s elements in addition to other a priori
constraints.

This definition of G encodes infinite possible instances of scene graphs, rep-
resenting a wide variety of indoor spaces furnished with many different elements.
See [15] for a recent but different use of space grammars in the context of scene
graph construction. Rooms and doors are the basic concepts necessary to build a
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large-scale space using a semantic representation. Space is considered large-scale
if its relevant structure is at a scale larger than the sensory horizon, so knowledge
of the structure must be acquired from exploration within it [17]. The robot and
everyday objects, including the doors, are elements contained inside the rooms,
giving them the necessary semantic content to allow for re-identification in loop-
closing and human-robot natural interaction. Based on this initial definition, we
extend our DSG with the following features:

— The graph must be able to be created incrementally, starting from scratch
and building on a spatial syntax of human-shared concepts. This condition
forces a high level of autonomy in the robot and rejects dependency on a
externally provided map. Also, the graph is created as a network of instanti-
ated concepts, meaning that fragments of the outside space are understood
as long as there are concepts, i.e. fragments of code, that can recreate it.
There is no need for an underlying metric representation.

— The creation and updating of the graph must run in real-time, serving as
a supporting infrastructure for the completion of more generic robot tasks.
A reasonable way to achieve this is to integrate the graph in a robotics
cognitive architecture and assign it the role of its working memory. This
condition supports the goal of leveraging active inference implementations
to more complex task oriented robot behaviours.

— The nodes in the graph are grounded instances of concepts that represent,
along with the relationships among them, the ongoing belief of the robot
about the world and itself. Consequently, the graph acts as an internal com-
pact representation for the intelligent agent.

— Grounding an instance of a concept is a process that converts a measurement
or detection into a belief, and a grounded belief into a predicted detection,
creating a sustainable dynamics that ties the robot to the environment. In
this context, grounding involves two steps. The first one begins with a new
detection and proceeds to stabilise that element into a fixed belief, causing
the graph to change its structure and adapt to better model the world. The
second one keeps the constructed model aligned with the world by minimis-
ing all potential divergences caused by measurement errors, or by removing
elements that are no longer detectable.

— All changes in the graph consist of editing operations, such as creating,
deleting, and updating nodes and edges.

The cost function in Eq. 15 represents the variational free energy that must
be minimised to keep the internal model aligned with the world. Given a defined
state of G, that is, a specific configuration of objects and poses, the objects’
parts can be projected back to the sensor spaces and compared to the real mea-
sures. Those are the gi(u) functions defined above. The resulting error function
F' can be derived with respect to the pose parameters in p and minimised using
an iterative procedure. However, the addition and removal of nodes in G is out-
side this mathematical framework. If an object is detected in the scene by the
perception algorithms but is not represented in the DSG, no amount of smooth
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displacements of the existing nodes will reduce the surprise to its previous levels.
The world has become more complex in ways that the model cannot smoothly
compensate for. The correct action is to use the suggestions from the perception
algorithm and hypothesise the existence of a new object. Then follow a proce-
dure to validate it, fix the belief, and finally feed it into the model so that it
can start making the right predictions. It is interesting to note that this discon-
tinuous operation where one or more candidates are generated and brought into
examination is very close to how abduction is defined in logic.

5 A minimal example

We describe here a simple example of a robot moving in an indoor space. Figure 1
shows a DSG in a state in which the robot, the blue node, has already detected
and recognised the containing room in red, and it has also interiorised three
objects in the room depicted as orange circles.

The image shows three situations of increasing complexity. The left is the
discrete case, in which the space is represented as a grid and the robot and
objects are placed using discrete indices. The prediction of an object y; in the
robot’s frame is computed as a discrete change of coordinates.

wDOO | @ w@OO |-

./ predictions

predictions - * predictions

el e o
measurements 'Jllll.ll . = measu_remenls m measyreménts < - y
Y e e

Fig. 1: Minimal examples. Left, the robot position is discrete and estimated from
the projection of the modelled objects. Center, the robot position is continuous.
Right, the robot and the objects positions are estimated simultaneously.

In the middle box, the robot pose x; with respect to its parent element (room)
is defined as a continuous variable, namely an SE(3) element. The likelihood of
observing an object yi in the scene is still defined by a mapping A = p(yi|x),
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where A is the geometric function that transforms the coordinates of the object
y® into the robot frame, by composing all intermediate transformations. In the
figure, these transformations are represented by the arrows that go from the
orange nodes to the springs on the bottom side. Note that the real computation
involves the concatenation of the transformations in the edges that go up to the
room and down to the robot. Pictured as magenta circles, the measurements
of those same objects are made directly in the robot frame. Each of the small
springs placed in between symbolise the matching error or, equivalently, the
portion of total free energy available to the system. The goal is to minimise this
free energy, as it reduces the difference between the real position of the robot
(true distribution) and the estimated one (variational model). Since all other
edges are frozen, all this energy has to be absorbed by the one connecting the
room to the robot.
The total error is, using the expression in Eq. 15,

Nobj

Fly,p) = Y (yi — SE:(:))" 57 (yi — SEi(w)) (16)

i=1

where y; are the measured coordinates of the object in the robot’s frame and
SE,(x) transforms the room-defined coordinates of the object stored as part of
the model into the robot frame. This transformation has to pass through the cur-
rent robot position in the room frame, where the localisation error accumulates.
O‘Z accounts for the uncertainty of the transformation.

Finally, note that we can add any type of sensor instead of the geometrical
transformation if we know the data generation function that transforms the state
into the observation manifold.

The third box in Figure 1 shows the case in which we want to update not
only the pose of the robot but also the location of all elements in the graph,
given some of their measures. This is a version of the semantic SLAM problem.
Since we assume that each element has been introduced with some uncertainty
in the form of a covariance matrix, the update of the positions is weighted by
the inverse of this matrix. Objects that are assumed to be correctly positioned
with respect to their parent elements will receive little variation. The right part
of figure 1 shows the variable edges in all objects. Following the same procedure
as before, the coordinates of each visible object in the graph are transformed to
the robot frame and then compared with its measured coordinates. As before,
each match creates a loop whose coordinates at both ends will differ due to the
imprecise knowledge of the true distribution in the world. The sum of the error
terms in equation 16 is modified to expose each pairwise transformation in the
graph,

Flyp)= Y (yi = SEij(x;))" 5} (x: = SEi () (17)
<ij>eC

where x; and z; are objects related by the SE(3);; transformation with
covariance Y; ;. C is the set of all pairwise geometric constraints encoded in the
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SE(3) edges. With this error function, all edges will receive a portion of the free
energy in the form of a gradient-orientated vector scaled by the edge inverse
covariance.

All these versions of F' are optimised in our experiments with the library g2o
[18]. Once the problem is defined, the algorithm returns the new poses of the
robot and the objects that globally minimise the free energy.

6 An example with a simulated exploring robot

To further illustrate how the DSG can be integrated into the AIF framework, we
present a case study using a simulated robot in a two-room scenario. The robot
starts with no knowledge of its environment and ends with an internal model of
it that has been incrementally constructed. In the experiment, we use the COR-
TEX architecture [6] and benefit from its distributed memory to implement the
DSG with the specific requirements described above. To run the experiment, we
used a minimal configuration of the architecture with five agents. All agents can
edit the DSG (working memory), and each has its own independent behaviour
pattern. They can refrain from writing to the DSG and thus influence other
agents depending on the graph content. The overall observable behaviour of the
robot is the result of the interaction of these agents through the graph. The
agents are:

— base-controller, drives the robot to a target element in the graph.

— room-detector, detects rooms from raw LiDAR data and inserts them in the
graph (structural learning). Rooms are defined as parametrised orthohedra.

— door-detector, detects doors from raw LiDAR data and inserts them in the
graph (structural learning)

— free-energy-optimizer, reduces the free energy in the graph, transforming it
into changes in the pose of the represented objects (functional learning)

— scheduler, solves conflicting demands of resources while satisfying some high
level task.

By structural learning we refer to changes to the DSG that alter its structure
(additions, deletions or reorderings). Functional learning refers to changes Table
1 shows the sequence of events that follow during the experiment and affect the
robot’s internal model and its behaviour.

6.1 Row 1. Initial position

The robot starts without any knowledge of its environment. This situation is
reflected in the first row of the table, with a robot node connected to a dummy
root node. There is no need for a world reference frame.
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6.2 Row 2. Room detection

The room-detector agent detects a potential room (measurement) and checks
if there is already a room in the graph that can generate features that match
the data just obtained (the likelihood p(y|z)). Since there is no room, the agent
triggers a stabilisation process aimed at reducing the uncertainty in the estima-
tion of the room parameters. This process first creates a room-measured node in
the robot frame and proceeds by driving the robot to the estimated centre (the
mean of the LIDAR points), registering all intermediate poses and detected cor-
ners, performing a batch optimisation on the trajectory, and finally accepting the
most probable room size and orientation with respect to the robot. The reason
for this costly initialisation process is to ensure low uncertainty when inserting
objects belonging to the scene infrastructure (room, door, large furniture, etc.)
so that they can be used later to constrain the poses of incoming objects. In a
sense, the scene is constructed as a scaffold, with new objects leaning on older
ones. The has-intention edge indicates the agent’s intention to send the robot
to the centre of the still measured-room. The scheduler agent must approve this
request for the base-control agent to execute it.

6.3 Row 3. Stabilisation of the room

When the robot reaches the centre of the room, a new node is inserted into
the graph as a nominal element (a part of the internal model), and the robot
is connected to it to satisfy the container-containing relationship. The room is
inserted with all its internal structure, as shown in the capture in Table 1. The
four walls are connected to the room, each one bringing a local coordinate system
that is used to locate the corners and other upcoming objects. From this point
on, the room enters the grounding dynamics defined in Section 4. The room-
detector agent uses the nominal room in the graph to predict the coordinates
of its constituent elements (corners, wall lines) back to the sensor space, where
they are compared with the new measurements. The measurements are shown
in the capture as nodes hanging from the robot with names coner z_measured.

6.4 Free energy minimisation

Each imperfect prediction matched is a contribution to the free energy. These
differences between the nominal and measured objects are detected by the free-
energy optimiser agent, which reacts running the minimisation rule in Equation
17 for the entire graph. The actual implementation uses the g2o0 library [18].
Since the nominal objects will have very low uncertainty, most of the free energy
is absorbed by the room-to-robot SE(3) edge, effectively re-localising the robot
w.r.t the room frame.

6.5 Row 4. Door acquisition

Once the room is stabilised and under the prediction-update grounding dynam-
ics, the door-detector agent activates to detect door frames (without the leaf)
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using an algorithm that applies the constraints imposed by the containing room,
such as doors are on the walls, doors have maximum and minimum sizes, etc.
Once the door is detected, the same active process, as for the room, is triggered
to stabilise it with a minimum final uncertainty on its position and shape. In
this case, the robot is requested through the has_intention edge to go to a point
placed on the normal to the door plane.

6.6 Row 5. Door stabilisation

This capture shows the resulting graph after the door is stabilised. A node is
added and connected to wall 3. Again, the door node includes its own coordi-
nate system, so local references can be defined as robot targets. Once the door
is stabilised, it also enters the prediction-update grounding dynamics. The door
detector agent reads the internal structure of the door, that is, the start and
end positions of the door in the wall frame, and transforms them to the robot
frame, where they are compared with the most recent measurements. The result-
ing loops are detected by the free-energy-optimiser and included in the global
minimisation of free energy. With each new nominal object added to the graph,
the robot gets more ties to the room, i.e. a better knowledge of it. The situation
can be visualised as elastic ropes connecting the robot to the grounded objects
(to their parts actually) that tighten only when the measurements do not match
the predictions.

6.7 Row 6. Door cross affordance activation

The last part of the experiment shows the robot moving into the next room.
We use here the classic idea of affordances [12] to link actions with objects. In
Section 7 we discuss how this approach can be related to AIF. The idea is that
all concept agents (detectors) provide affordances for their grounded instances.
These affordances encapsulate small plans in the form of behaviour trees that
the robot can perform with the object. When an object is grounded, the agent
places nodes named aff X connected through symbolic has edges. For example,
a door might have the aff cross, open, close or knock. The scheduler agent is
programmed to prioritise the exploration of new rooms, as this will entail the
construction of a more complete map of the environment. It operates by selecting
the best affordance according to its internal plan. The caption in row 6 of Table 1
shows the aff cross being selected and executed until the robot crosses the door.
From there, the whole series starts again, creating a new room and connecting
it to the old one through the door.

This example shows how the AIF state update equations derived in section
4 can be integrated with a DSG that plays the role of a working memory in
a cognitive architecture. In the simulation, the robot starts with no knowledge
of the world and is able to construct an internal model that correctly predicts
the stream of incoming sensory experiences. The model is also built by directly
instantiating semantic concepts shared by humans, making it understandable
to developers. There is no need for an underlying grid metric representation,



198

as in [14], but it can be created at any time if required. The combination of
these two approaches opens up a wide range of possibilities, on the one hand
extending the core concepts of AIF to more complex real-world robotic tasks
and, on the other hand, providing a formal umbrella to guide the complexity of
robotic architectures into more predictable places.

7 Challenges

The hypothesis presented here and the preliminary examples that support it
raise many interesting questions and challenges. In this final section, we propose
some reflections on a few of them.

The scalability of hand-crafted concepts Maybe one of the most controversial
features in the proposal, especially in these days of data-driven algorithms, is
the use of hand-crafted detectors. There are several reasons for this. In this ar-
chitecture, each concept is handled by an agent that controls all its life cycle,
including the detection, stabilisation, grounding dynamics, and proposal of af-
fordances. Detection is only part of it and could be done by DNNs, as would be
the case for the initial detection of smaller household objects with the YOLO
network. In addition, larger objects and the room itself could take advantage
of semantic labelling networks. But in the same way as we use the vast knowl-
edge condensed in the weights of a DNN to classify regions of the scene, we can
also use basic common knowledge about rooms to introduce hard constraints
and write a simple but very efficient detector. For example, the most frequent
rooms in our culture are rectangular and within a certain size range. Finding
line segments, right-angle corners, and ultimately rectangles in the raw LiDAR
data can be done very efficiently, especially with 3D LiDAR devices that can
provide readings from the upper part of the room. Another reason to make the
inner parts of the object explicit is that the prediction part of the Bayesian in-
ference (the likelihood p(y|x)) can be made opportunistic, in the sense that it
can use only parts of the object, such as one corner of the room or a wall line,
when the robot location prevents a complete detection. Even if the hand-crafted
algorithm is quite comprehensive, there will always be edge cases in which false
positives or negatives predominate. For example, L-shaped rooms, rooms sepa-
rated by a wide arch, narrow hallways, or very crowded rooms. In those cases,
improving requires a learning algorithm, both for a DNN and the classical solu-
tion. In the first case, new labelled examples would be required along with an
appropriate retraining to ensure that there is no catastrophic forgetting. Those
examples would have to be provided by someone outside of the robot, or would
have to be synthetically created using an inner simulator, diffusion models [31]
or a combination of both. In the second case, standard code is not derivable, so
it is not possible to force a smooth improvement that extends the concept to in-
clude the outliers. There are, however, some possibilities that could be explored
such as symbolic regression [21], code generation with specialized LLMs [32].
In general, the extension of a seed concept formed only by an initial geometric
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description into an entity that can trigger actions in the robot, compose with
other objects, expand with multimodal dimensions during the robot’s lifetime,
or ground generic semantic knowledge is still an open question at the core of
what intelligent robots need to make progress. An initial work in this direction
is [5]

Hierarchical representations in generative DSG As stated in [14], hierarchical
representations are at the core of spatial perception in robots. Scene graphs
naturally provide this feature that can be exploited in different interesting ways.
In Section 6.2, we used the analogy with a scaffold to explain why the robot
tries to be sure before admitting a new object to the model. Linking with the
previous section, if the objects’ internal structure is available, then inference can
be made hierarchical, using the posteriors (fixed beliefs) of the stable objects
as priors for the new ones. For example, knowing the geometry of the room the
robot is inside, the room detector biases all LIDAR measures to those falling on
the walls. Accordingly, given a door placed on one of the room’s walls, searching
for the door-knob would restrict all data measures to a small area defined by
the prior probability of finding a knob in a door. The benefits of hierarchical
representations clearly extend to long-term memories, planning, and reasoning.

Dynamic perception and planning. In the AIF formalism, planning comes as the
minimisation of the expected variational free energy. The robot only needs to
visualise its goal in the sensor space to obtain an optimal sequence of actions
that will drive it to a situation where the sensors readings match the goal. In
more algorithmic contexts where not all elements are derivable or analytic, this
boils down to, possibly informed, computation of many sequences of imaginary
actions applied to an internal model that changes when it is affected by a virtual
action. An interesting way to achieve this would be to integrate a self-calibrated,
internal simulator into the robotics architecture. This simulator would provide
the p(x¢|xi—1,a) part of the generative model with z still a continuous variable
and a; € A, the set of robot actions. As a first approach, planning would involve
detaching the DSG from the robot’s body, attaching it to the synthetic sensors
provided by the simulator, and trying alternative action sequences equipped
with the best possible heuristics until the virtual goal state is reached. Finally,
reattach the DSG to its body and execute the plan. Other solutions can be
considered to avoid the freezing situation, but not without a considerable increase
in the software complexity of the underlying architecture.

Learning new concepts as surprise minimisation Learning new concepts from
the available internal resources and from access to external sources in response
to a strong surprise, i.e. a perception anomaly, is maybe the open challenge that
could bring more drastic advances to this framework. In the work presented,
there are two levels of reaction to the surprise caused by the error between
the predicted and the measured values. If there is an object in the internal
model whose prediction is close enough, both are matched, and the free energy
is distributed through the graph. If there is no nominal object providing close



200

enough values, then a new object (concept instance) is proposed for validation.
Once validated, it is inserted into the graph. But what if no concept instance
is good enough to explain the anomaly? Learning new concepts that can be
integrated in a running architecture in real time and that are understandable by
humans is a hard open problem. On way to approach it might be combining the
tools from causal reasoning [22][25], common sense ontologies [3] and automatic
code generation , maybe with specialised large language models [20].
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Table 1: Structural and functional learning in a DSG for an exploring robot
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Abstract. Modern studies have investigated the use of vision-based per-
ception on the field of end-to-end Autonomous Driving. The objective
of this paper is to demonstrate the feasibility of the vision-based end-
to-end (E2E) control solutions in two AD applications: Follow-Line and
Follow-Lane. For this purpose we have used PilotNet, a shallow NVIDIA
neural-network-based system, to control the throttle and the steering of
the car. We have gathered several datasets with supervised drivers and
trained with them the models using deep-learning, for both a simulated
car and a real AWS DeepRacer car. The solutions have been experi-
mentally validated in two different setups and proved successful. All the
developed materials (simulations, datasets, neural network models, etc.)
are open source and publicly available ® for the research community.

Keywords: Autonomous Driving - DeepLearning - Computer Vision.

1 Introduction

In recent years we have seen how the concept of self-driving vehicles has passed
from fiction into a reality that will surely improve driving in a complex environ-
ment, enhance safety on the road, and redefine what we consider a car nowadays.

Many commercial solution are already available such as Waymo, Tesla, Huawei,
Nuro... and more companies will probably be added to that list in the following
years. This commercial interest has fueled the artificial intelligence research field,
and thanks to the usage of hardware such as GPUs and techniques as DeepLearn-
ing and Reinforcement Learning, the development speed has been impressively
amplified.

These autonomous solutions can be classified into one of 5 levels of autonomy,
where the automation is increased in each level. The solutions that the former
companies have made fall into the second and third level of the scale, however,
only from the fourth level forward can we found full self-driving vehicles with no
human intervention required. There are two kind of approaches to reach full au-
tonomy, modular and end-to-end. In the first kind, multiple sensory components

3 https://github.com/RoboticsLabURJC /2022-tfg-alejandro-moncalvillo
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(GPS, Cameras, LIDAR sensors...) collect the data, which is then processed and
used as inputs for an algorithm. This applications take advantage on dividing
each of the tasks, however, they can lead to a complex infrastructure and require
a fine tuning of the relevant information, such as performing live camera image
segmentation and labeling [13].

On the other hand, end-to-end pipelines use the raw sensor data (in our
case with a little of pre-processing), which means, the datasets are usually more
simple (the training is easier), and can be executed at a higher frequency.

To obtain a neural network capable of such task a variety of techniques can
be applied, but there are two main kinds of methods that are used in the au-
tonomous driving field [3|. Reinforcement Learning is a type of machine learning
where an agent learns to make decisions by performing actions in an environment
to maximize a cumulative reward defined by an external unknown function. It
is inspired by behavioral psychology and is characterized by a trial-and-error
learning process. Imitation Learning is a type of supervised machine learning
where the network learns by mimicking the behaviour of an external agent. In
this type the network uses the matching outputs for each input in order to adjust
the internal weights and parameters. This type of learning is particularly useful
in scenarios where a reward function is difficult to define and we have multiple
data of experiences of an expert (application or human).

This paper presents two Autonomous Driving (AD) applications solved using
Imitation Learning for the development of end-to-end visual controllers: Follow-
Line and Follow-Lane. The main inspiration for this work is a master’s thesis|§],
where both a classification and regression neural networks were trained with
Imitation Learning to achieve the goal of driving a simulated F1 car in a circuit.
More recent inspiring works from the same research group and approach are [10,
11,9].

2 Related work

The SOTA (State Of The Art) solutions for AD face both perception and de-
cision making. Most of them follow a modular approach. On it the application
is decomposed in several modules, each one solving one aspect, which are com-
bined together. Typically there are perception modules, sensor fusion, localiza-
tion module, global path planning, obstacle avoidance, low level control, etc..

For instance, [5| propose a hybrid architecture that combines strategy, tac-
tical and execution modules. Some modules are traditional and other use deep
learning techniques. The strategy module defines the trajectory to be followed,
and the tactical decision module employs a proximal policy optimization algo-
rithm and deep reinforcement learning.

A few years ago some end-to-end approaches [12] were proposed, consisting of
a neural network directly fed with the vehicle sensors (for instance cameras) and
directly connected to the vehicle actuators. One relevant end-to-end approach is
the PilotNet architecture developed by NVIDIA [2], this network has about 27
million connections and 250 thousand parameters and consist of 9 layers divided
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in: 1 normalization layer, 5 convolutional layers, and 3 fully-connected layers.
The convolutional layers are used to obtain the key characteristics of the road
images and the fully-connected ones to act as a controller for the wheel steering
angle.

[o)e) Output vehicle control
1

Fully-connected layer
Fully-connected layer
Fully-connected layer

[0 neurons ]
[ S0newons 1
[_____f00neuns ]
Convolutional

feature map
64@1x18
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P~ =  input planes

= Input planes

Fig. 1. PilotNet architecture

In the Autonomous Driving domains the simulators play an important role.
Some widely used simulators are Gazebo, SUMO and CARLA. They use to
debug the application code, they allow massive automatic benchmarking and
testing. In addition, they can be used for generating supervised datasets, both
for perception (as the ground truth in the simulated world is known) and for
decision making. Those datasets can be used to train Machine Learning systems.
Simulators are also key factor in the Reinforcement Learning approaches for AD.
They also provide framework for assessing and evaluation of candidate solutions
(for instance CARLA Leaderboard).

3 Autonomous Driving with Imitation Learning

Inside Autonomous Driving many different tasks can be identified such as lane
following, autoparking, lane change, route navigation between two points, round-
abouts, crossings, overtaking, etc. Some of them can be faced with a reactive
controller, and that controller may be developed using Imitation Learning.
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3.1 Methodology

The Imitation Learning approach for programming of an end-to-end visual robot
controller proposes several steps:

1. Collecting a supervised dataset, while an expert agent is driving the au-
tonomous vehicle. It records the sensory input and the supervised output. It
can be recorded also while a human is teleoperating the vehicle.

2. Preprocessing and balancing the dataset.

. Choose a neural network model.

4. Train the network with the balanced dataset, maybe with data augmenta-
tion.

5. Evaluate the performance of the trained model while driving the vehicle.

w

Regarding the evaluation, it can be done offline and online. Offline eval-
uation measures how similar are the outputs of the model to the supervised
outputs. Online evaluation let’s the model control the robot and measures the
performance of the resulting behavior.

The autonomous vehicle is a car, with an onboard color camera looking for-
ward as the main sensor and motors to control the throttle and steering of the
vehicle. As it is an end-to-end controller, the model inputs are the camera images
and its outputs are the control commands to the motors.

3.2 Simulated setup

In this setup we used ROS2 [7] Humble as the robotics middleware to control and
get information from the simulated car. Gazebo [6] (Gazebo-11) is the selected
simulator and PyTorch the selected neural framework.

Regarding the vehicle, a simulated Formulal car was developed. It has two
versions: holonomic and Ackermann steering. The original car model obtained
from the JdeRobot repository 4 had an holonomic type of movement (which
allows rotation in the spot, common in vacuum cleaners and indoor cylindric
robots). But real cars with holonomic wheels are not very common, so we decided
to modify it using a Gazeboll plugin® to get a more realistic movement. The
plugin is based on the Ackermann steering geometry, which is a design principle
used in the steering mechanisms of vehicles to solve the issue of wheels on a
vehicle needing to trace different turning angles when making a turn (see the
two models side-by-side in figure 2). This is necessary because the inner wheels
have a shorter turning radius compared to the outer wheels, which results in a
need to steer at a more pronounced angle. A video of the Ackermann car model
can be found here 6.

Regarding the scenarios, several circuits were developed (Figure 3) mimic
some Formulal famous circuits as Montmeld, Nurburgring or MonteCarlo. Some

4 https://github.com/JdeRobot/RoboticsInfrastructure
® https://docs.ros.org/en/ros2_packages/rolling/api/gazebo _plugins/generated/
6 https://www.youtube.com/watch?v=PXaBTjq7vok
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Fig. 2. Holonomic model used (left), Ackermann dynamics model used (right)

of them were used as training scenarios, and the datasets were collected there.
Others were used as test scenarios. They all are publicly available at the JdeR-
obot repository”.

Fig. 3. Gazebo view of the circuits

3.3 Real AWS DeepRacer setup

In this setup, ROS2 Foxy was used to control and get information from an AWS
DeepRacer robot. It is a robot which has already been used to experiment and
explore solutions in the autonomous diving field [1].

7 https://github.com/JdeRobot/RoboticsInfrastructure
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The main difference between the simulated car used (Figure 2 (right)) and
the DeepRacer is the scale. They both have Ackermann steering drive and a
ROS2 interface that makes the communication between the process and the
actuators possible, which made the application migration from one to another
quite straightforward.

Fig. 4. AWS DeepRacer robotic car, with Ackermann steering

The only difference between them that required some tailoring was the cam-
era. The image obtained from the official DeepRacer camera has a fisheye dis-
tortion, that was fixed by determining the distortion matrix using the OpenCV
fisheye camera model functions®. The distortion arrays for our real camera are:

502.482 0 320.49 :ggg;
K= 0 502.454 238.255| D = )
0.0 0.0 1.0 0.678
’ ’ ’ —0.348

As the real scenario, we constructed a small circuit in the basement of a
house, with red lines to bound the lane, as shown in Figure 5. It has a total of
11 meters in length and 5 curves with different radius. It seemed appropriate for
the DeepRacer and it was used to create the datasets and test the final model.

4 Follow Line application

The task of the robot is to follow the red line to complete a lap on each circuit.
This application was developed with a simulated holonomic car as the initial
proof of concept of vision based end-to-end control with Imitation Learning.
After that we also solved it with a simulated Ackermann car, which is a little
bit more difficult.

8 https://docs.opencv.org/4.x/db/d58/group __ calib3d __fisheye.html
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Fig. 5. Circuit used for the Deepracer experiment.

4.1 Expert agent and supervised dataset

To generate the dataset we used basically a PID controller, implemented in
Python, as the expert agent. The same type of PID was used for the holonomic
and the Ackermann dynamic car models, with modified coefficients for each one.
The expert controller uses a color filter(see Listing 4.1) in order to get the car
situation in respect to the line, then one of the PID controllers gives the desired
linear and angular speed to stay in the line, if the line is not found the car goes
backwards until it is visible again(see Listing 4.2).

image_hsv = cv2.cvtColor (image, cv2.COLOR_BGR2HSV)
lower_red np.array ([0, 50, 50])

upper_red = np.array([180, 255, 255])

image_mask = cv2.inRange (image_hsv, lower_red, upper_red)

points = get_relevant_pixels (image_mask)

Listing 4.1. Color filter used

if line_not_found(points) == True:
speed, rotation = exception_case()
else:
if is_straight_line(points):
speed, rotation = straight_case(points)
else:
speed, rotation = curve_case(points)

Listing 4.2. After the relevant pixels are found we classify to which case they
correspond to.

To obtain the data needed for the training we deployed a similar infrastruc-
ture as the one described in [8]. As told there, since almost half of the image
does not provide relevant information for our case we use cropped images in the
training in order to obtain better results (see Figure 6).
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Fig. 6. Dataset images: raw (left) and cropped (right).

The datasets are composed of multiple images obtained from the expert driver
and a single ".csv" file that contains the information about the corresponding
linear and angular speed for each frame (see Figure 6).

For the holonomic model training we used a dataset composed of 52.000
images, and for the Ackermann model the dataset has around 70.000 images.

4.2 Network model and training

The network model used in all of the cases was a variant the PilotNet [2], as it
has proved good results in the literature for end-to-end learning. In our case the
network structure has been slightly modified (see figure 1) to inference not only
the steering angle but also the throttle, similar to the TinyPilotNet [4] one. It
was implemented in PyTorch ?, and trained using the Adam algorithm'® with a
loss value obtained from the mean squared error ! between the inference values
and the real ones.

To enhance the network performance we used a data augmentation technique
in training to increase the information of each dataset, the one selected was the
Gaussian noise injection to images.

4.3 Experimental validation and evaluation

In the offline evaluation the trained model for the holonomic model presented
more resemblance to the expert agent controller than the Ackermann one (see
figures 7, 8). Nevertheless, they both are able to mimic the PID controller up to
a degree that enables the circuit’s completion.

A typical execution can be seen at this video'? for the Ackermann car.

One of the lessons learnt with these experimental validation is that the Ack-
ermann car is more nervous than the holonomic one, and so more difficult to
control properly. This way a successful model required larger datasets.

% https://pytorch.org/
10 https://pytorch.org/docs/stable/generated /torch.optim.Adam.html

" https://pytorch.org/docs/stable/generated /torch.nn. MSELoss.html
12 https://youtu.be/eaSRI3pmuT0
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Fig. 7. Frame-to-frame comparison between PilotNet output and Expert Controller
output for the Holonomic car model for the follow line task
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Fig. 8. Frame-to-frame comparison between PilotNet output and Expert Controller
output for the Ackermann car model for the follow line task

5 Follow Lane application

After getting successful results in the Follow Line case we continued onto a
case closer to a real scenario, Follow Lane. This application was solved with a
simulated holonomic car and two Ackermann cars, one in the simulated setup
and another in the real setup with the AWS DeepRacer. After testing the neural
network architecture on the simulations we started to work on the physical world
experiment.

5.1 Expert agent and supervised dataset

In the follow lane additional problems are present due to having only half of the
road to maneuver when the car tries to take a curve. This issue impacts on the
control of the car, mainly on the linear speed, it is necessary to have a lower
linear speed when taking a curve to not get out of the road. After modifying the
controllers (see Section 4.1) to complete this task we obtained results similar to
the previous ones, where the model trained with the dataset obtained from the
holonomic controller gives and inference value closer to the real one (see figures
9, 10).
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Fig. 9. Frame-to-frame comparison between PilotNet output and Expert Controller
output for the simulated holonomic car model for the Follow Lane task
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Fig. 10. Frame-to-frame comparison between PilotNet output and Expert Controller
output for the simulated Ackermann car model for the Follow Lane task

In this case, for the simulated holonomic model training we used a dataset
composed of 40.000 images, and for the simulated Ackermann model the dataset
has around 67.000 images.

We simplified the controller (see Section 4.1) to only have two types of out-
put for the throttle, positive or negative, leaving the steering as a proportionate
control but only taking values with one decimal digit (see Listing 5.1). Addi-
tionally to the camera problems described in section 3.3, we encountered that
the brightness was not always the same and had to be taken into consideration
when obtaining the dataset (see figure 11).

i|if line_not_found(points) == True:

2 speed, rotation = exception_case()

3l else:

1 speed, rotation = normal_case(points)

Listing 5.1. Control statements for AWS deepracer
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Fig.11. Two images taken from almost the same position on two different days at
different times.

For the training we used the same policy as in the other cases, providing a
cropped version of the image as input values (see Figure 12), the dataset used
has around 20.000 images.

Fig. 12. Cropped image used for training

5.2 Network model and training

The network model architecture, training and the data augmentation follow the
same methodology as the one described in section 4.2.

5.3 Experimental validation and evaluation

After balancing the datasets and training the model we obtained quite good
results for this circuit and can be seen in this video'® (see Figures 13,14 for
reference).

The offline evaluation comparing inference outputs with the supervised out-
puts see Figure 15.

'3 https:/ /www.youtube.com/watch?v=M_F-TUWN21k
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Fig. 13. Images from Ackermann dynamics car follow lane neural network application
execution

Fig. 14. Images from DeepRacer car follow lane neural network application execution
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Fig. 15. Frame-to-frame comparison between PilotNet output and Expert Controller
output for the DeepRacer

A typical execution can be seen at this video'® for the Ackermann vehicle.
The model successfully learned to go forward keeping the vehicle inside the lane
and even to go back sometimes, when the car slightly goes out of the lane, as

M https:/ /www.youtube.com/watch?v=MA6YnOSDr_8
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the expert agent did and was recorded in the training dataset. In addition, the
trained model probed to be robust to certain changes in lightning conditions.

6 Conclusions

This paper has showed that Imitation Learning is a possible approach for the
"programming" of autonomous driving robots. A simple Follow Line application
and a more useful Follow Lane application have been solved with it. Both are
vision based reactive applications. The first was the proof of concept using the
Gazebo simulator and an holonomic car model. The second is closer to real life,
as it uses vehicles with Ackermann dynamics and real small car.

Following Imitation Learning methodology, an expert agent or even a tele-
operated execution were used to generate large datasets. The wider and hetero-
geneous the dataset, the better. Then a neural model was trained with it. We
selected the shallow PilotNet network architecture, which is capable of achieving
multiple objectives related to autonomous driving.

The inferences of that trained neural model were used to actually drive the
vehicle, connecting the onboard camera to the network input and the network
output to car actuators. Both applications have been experimentally validated,
in both simulated (using Gazebo simulator) and real settings (using the AWS
DeepRacer robot).

As future lines, we plan to use commercial cars, both in CARLA simulator
and real ones, and to explore TransferLearning with them. Also we want to
extend the scope of the FollowLane application to also show traffic adaptation
to other vehicles in front. In addition we have also started to use Imitation
Learning to aerial robots, drones, both simulated and real ones.
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lineas estratégicas en colaboracion entre organismos de investigacion y difusion de
conocimientos TRANSMISIONES 2023. Ref PLEC2023-010303 (2024-2026) by Agen-
cia Estatal de Investigacion de Espana.

References

1. Balaji, B., Mallya, S., Genc, S., Gupta, S., Dirac, L., Khare, V., Roy, G., Sun, T.,
Tao, Y., Townsend, B., Calleja, E., Muralidhara, S., Karuppasamy, D.: Deepracer:
Autonomous racing platform for experimentation with sim2real reinforcement
learning. In: 2020 IEEE International Conference on Robotics and Automation
(ICRA). pp. 27462754 (2020). https://doi.org/10.1109/ICRA40945.2020.9197465

2. Bojarski, M., Del Testa, D., Dworakowski, D., Firner, B., Flepp, B., Goyal, P.,
Jackel, L.D., Monfort, M., Muller, U., Zhang, J., et al.: End to end learning for
self-driving cars. arXiv preprint arXiv:1604.07316 (2016)

3. Chen, L., Wu, P., Chitta, K., Jaeger, B., Geiger, A., Li, H.: End-to-end autonomous
driving: Challenges and frontiers. arXiv preprint arXiv:2306.16927 (2023)



Imitation Learning for vision based Autonomous Driving with Ackermann ca®l9

4. del Egio, J., Bergasa, L.M., Romera, E., Gomez Huélamo, C., Araluce, J., Barea,
R.: Self-driving a car in simulation through a cnn. In: Advances in Physical Agents:
Proceedings of the 19th International Workshop of Physical Agents (WAF 2018),
November 22-23, 2018, Madrid, Spain. pp. 31-43. Springer (2019)

5. Gutiérrez-Moreno, R., Barea, R., Lopez-Guillén, E., Arango, F., Abdeselam, N.,
Bergasa, L.M.: Hybrid decision making for autonomous driving in complex urban
scenarios. In: 2023 IEEE Intelligent Vehicles Symposium (IV). pp. 1-7 (2023).
https://doi.org/10.1109/IV55152.2023.10186666

6. Koenig, N., Howard, A.: Design and use paradigms for gazebo, an open-source
multi-robot simulator. In: 2004 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS) (IEEE Cat. No.04CH37566). vol. 3, pp. 2149-2154
vol.3 (2004). https://doi.org/10.1109/IROS.2004.1389727

7. Macenski, S., Foote, T., Gerkey, B., Lalancette, C., Woodall, W.: Robot
operating system 2: Design, architecture, and wuses in the wild. Science
Robotics 7(66), eabm6074 (2022). https://doi.org/10.1126 /scirobotics.abm6074,
https://www.science.org/doi/abs/10.1126 /scirobotics.abm6074

8. Martinez, V.F.: Conducciéon autéonoma de un vehiculo en simulador mediante
aprendizaje extremo a extremo basado en visién. Master’s thesis, Master Uni-
versitario Vision Artificial, Universidad Rey Juan Carlos (2019)

9. Paniego, S., Calvo-Palomino, R., Canas, J.: Behavior metrics: An open-source as-
sessment tool for autonomous driving tasks. SoftwareX 26, 101702 (2024)

10. Paniego, S., Paliwal, N., Canas, J.: Model optimization in deep learning based
robot control for autonomous driving. IEEE Robotics and Automation Letters
9(1), 715-722 (2023)

11. Paniego, S., Shinohara, E., Cafas, J.: Autonomous driving in traffic with end-to-
end vision-based deep learning. Neurocomputing p. 127874 (2024)

12. Tampuu, A., Matiisen, T., Semikin, M., Fishman, D., Muhammad, N.: A survey
of end-to-end driving: Architectures and training methods. IEEE Transactions on
Neural Networks and Learning Systems 33(4), 13641384 (2020)

13. Wu, D., Liao, M.W., Zhang, W.T., Wang, X.G., Bai, X., Cheng, W.Q., Liu, W.Y.:
Yolop: You only look once for panoptic driving perception. Machine Intelligence
Research 19(6), 550-562 (2022)



220

Multimodal Emotional Recognition for
Human-Robot Interaction in Social Robotics

Sergio Garcia-Muiioz!, Francisco Gomez-Donoso?[0000—0002-7830-2661]
Miguel Cazorla! [0000-0001-6805-3633]

, and

University Institute for Computing Research.
Universidad de Alicante, 03690, Alicante, Spain.
sgm171@alu.ua.es, {f{gomez, miguel.cazorla}@ua.com

Abstract. This study explores the enhancement of human-robot inter-
action (HRI) through multimodal emotional recognition within social
robotics, using the humanoid robot Pepper as a testbed. Despite the
advanced interactive capabilities of robots like Pepper, their ability to
accurately interpret and respond to human emotions remains limited.
This paper addresses these limitations by integrating visual, auditory,
and textual analyses to improve emotion recognition accuracy and con-
textual understanding. By leveraging multimodal data, the study aims
to facilitate more natural and effective interactions between humans and
robots, particularly in assistive, educational, and healthcare settings. The
methods employed include convolutional neural networks for visual emo-
tion detection, audio processing techniques for auditory emotion analysis,
and natural language processing for text-based sentiment analysis. The
results demonstrate that the multimodal approach significantly enhances
the robot’s interactive and empathetic capabilities. This paper discusses
the specific improvements observed, the challenges encountered, and po-
tential future directions for research in multimodal emotional recognition
in HRI.

Keywords: Human-robot interaction - multimodal emotion recognition
- social robotics - humanoid robots - natural language processing

1 Introduction

At the intersection of technology and personal assistance, humanoid robots rep-
resent a revolutionary field with the potential to significantly transform human-
robot interaction (HRI). In particular, the ability of these robots to understand
and respond to human emotions is crucial to their effectiveness in assistive,
educational, and healthcare settings. Pepper, a humanoid robot designed by
SoftBank Robotics, exemplifies the application of these technologies in creating
more intuitive and empathetic machines. However, despite its advanced interac-
tion capabilities, Pepper’s ability to correctly interpret human emotions remains
a significant challenge.

This work focuses on enhancing Pepper’s interactive capabilities through
multimodal emotion recognition, integrating image, audio, and text analysis to
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enable more accurate and contextual interpretation of human emotions. Re-
search into multimodal systems for emotional recognition not only expands the
understanding of the user’s emotional state but also facilitates more natural and
appropriate responses from the robot.

Improving emotional recognition in robots like Pepper has profound impli-
cations for the future of assistive robotics. By enhancing the ability of these
robots to interact in a more human-like manner, their utility can be significantly
increased in scenarios where emotional support and understanding are essential,
such as in caring for the elderly, educating children, or supporting people with
disabilities.

This paper presents a detailed examination of the methods and technologies
used to implement multimodal emotion recognition in Pepper. It highlights spe-
cific improvements in emotional recognition accuracy and discusses how these
enhancements contribute to more seamless and meaningful interactions in var-
ious care contexts. Additionally, the technical challenges encountered and the
solutions developed are addressed, providing a solid foundation for future re-
search in the field of HRI.

The rest of the paper is structured as follows. First, a review of related
works is presented in Section 2. Then, Section 3 describes the system and its
components. In Section 4, we detail the experiments conducted to validate our
approach. Finally, conclusions and future work are discussed in Section 5.

2 Related Works

The research in this papers intersects with different topics of the state-of-the-art.
In the following Sections, a brief summary of relevant related work is given in
order to set the background required.

On one hand, the field of assistive robotics has witnessed considerable growth,
particularly with developments in humanoid robots like Pepper that can per-
form both assistive tasks and act as social companions. Research in this area
has evolved from basic task automation to more complex interactions involving
emotional and social intelligence, fundamentally aimed at improving the quality
of life for humans, especially those with special needs, the elderly, or children in
educational settings [10]. An example of recent work in assistive robotics is the
development of Pepper, designed not only as an assistant for daily tasks but also
as a social companion [17,2].

On the other hand, human-robot interaction has expanded significantly with
advances in Al and robotics, increasingly focusing on the social capabilities of
robots. The concept of the "Uncanny Valley," introduced by Mori in the 1970s,
continues to influence robot design, emphasizing a balance between robot human-
likeness and user comfort [5]. Current studies in HRI strive to enhance robot
understanding of human behaviors and emotions to facilitate more natural and
intuitive interactions.

Regarding neural networks, they play a pivotal role in enabling robots to
process and interpret vast amounts of sensory data. Artificial Neural Networks
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(ANNs) and their subsets, such as Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), are crucial for tasks ranging from visual
recognition to processing sequential data like speech and text [13]. These tech-
nologies form the backbone of most modern robotic systems, allowing for ad-
vancements in machine perception and decision-making capabilities.

In the last years, transformer architectures have revolutionized NLP, pro-
viding a mechanism for models to weigh the relevance of different words in a
sentence, regardless of their position. This approach has significantly improved
the performance of language models on tasks such as translation, sentiment anal-
ysis, and text generation [15]. In robotics, transformers are increasingly used to
improve robots’ language understanding and interaction capabilities, enabling
more sophisticated dialog systems that can engage in meaningful conversations
with users [12].

Finally, the integration of multiple modalities, such as visual, auditory, and
textual data, to recognize human emotions represents a significant advancement
in making robots more empathetic and responsive. This approach leverages the
strengths of each modality to overcome the limitations of individual data types,
enhancing the robot’s ability to understand and react to human emotional states
in a comprehensive and nuanced manner [7].

3 Methodology

The proposed system for multimodal control of the Pepper robot involves an
intricate architecture designed to facilitate various interactive functionalities.
This Section is split into two primary sections: an overview of the general sys-
tem structure and a detailed explanation of each module.

Starting with the general pipeline, the interaction process begins with a user
recording a voice message via a mobile interface. Concurrently, a camera moni-
tors and records facial expressions during the recording. Post-recording, emotion
recognition methods process the audio, transcribed text, and captured images
to determine the predominant emotion. The transcribed text undergoes inten-
tion analysis to deduce the requested action. Depending on the user’s request,
the system can schedule reminders, control Pepper’s movement, initiate a Chat-
Bot interaction, or activate object recognition functionality. Figure 1 depicts the
structure of the system.

3.1 Mobile Interface Development

The mobile interface development involves two main components: a mobile ap-
plication developed with React Native and a backend server running on Node.js.
These components work together to facilitate the recording and transmission of
voice messages from the mobile device to the central processing system.

The interface is created using React Native, allowing for the development of
an intuitive and user-friendly application that can record audio. The application
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Fig. 1. Interaction Flow.

includes a recording button which sends the audio file to the server for processing.
The design prioritizes minimalism and visual appeal, hence it only features just
a recording button.

The audio server, developed in Node.js and utilizing the Multer library for
file handling, is responsible for receiving and processing audio files sent from the
mobile interface. Upon receiving an audio file, the server temporarily stores it.

The conversion and storage of the received audio are managed with precise
specifications to ensure compatibility and the necessary quality for further anal-
ysis. These specifications include:

— File Format: The audio is converted to WAV format, which is widely used
and compatible with most audio analysis tools.

— Audio Codec: The pcm_sl6le codec is used, ensuring lossless and high-
fidelity encoding.

— Sampling Rate: The audio is set to a sampling rate of 16000 Hz.

— Audio Bitrate: A bitrate of 256 kbps is set, ensuring superior audio quality
for detailed analysis.

— Audio Channels: The audio is processed in mono (1 channel), which is
sufficient for voice analysis and reduces the file size.

The choice of these characteristics is not arbitrary; it is based on the need for
the processed audio to match the original recording characteristics of the mo-
bile device. This consistency in the recorded and processed audio characteristics
allows for more accurate comparison and analysis.

3.2 Intention Recognition

The intention recognition system interprets user requests to determine the appro-
priate action. Utilizing labeled datasets, the model is trained on common phrases
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associated with specific actions. The implementation employs TensorFlow and
Keras with an RNN that processes user phrases. Each phrase is tokenized, con-
verted into numerical sequences, and transformed into feature vectors via an
embedding layer. These vectors pass through RNN layers designed to recognize
and remember word sequences and contexts, facilitating precise intention clas-
sification. This ensures natural interaction, improving the user experience with
Pepper. Further details about the network and datasets used for training are
provided in Section 4.1.
Examples of phrases corresponding to different user requests include:

— Movement: "Move forward", "Turn left."

— Object detection: "What is around me?", "Can you see the chair?"

— Reminders: "Remind me to call Maria in 5 minutes.", "Set a reminder for
my meeting."

— Starting a conversation: "Pepper, I want to start a conversation with you.",
"Activate ChatBot mode."

As it can be observed, certain keywords like 'move’, ’turn’, 'remind’, ’ob-
ject’, or ’conversation’ are repeated depending on the desired action and help
the system classify intentions effectively. This recognition of linguistic patterns
allows the model to process natural phrases and deduce the underlying intention
without requiring a strict command format. The network has been trained to
associate these phrases with the appropriate intention category.

3.3 Multimodal Emotion Recognition

This system focuses on detecting emotions through visual, auditory, and textual
inputs. The system utilizes various models to classify four primary emotions:
angry, happy, neutral, and sad.

Visual Emotion Detection The visual emotion detection employs a 2D Convo-
lutional Neural Network (CNN) to analyze grayscale frames resized to a spe-
cific scale. The CNN architecture includes convolutional layers, pooling layers,
and dense layers for feature extraction and emotion classification. Throughout
the recording, the system continuously captures the emotion from the current
frame. When the duration of the audio is determined, the system averages the
emotions of the frames that correspond to the duration of the audio, ensuring
a comprehensive emotional analysis. The 2D CNN model used is trained on a
combination of publicly available datasets (RAVDESS, CREMA-D, Christian
Mejia) with data augmentation techniques applied, followed by fine-tuning with
personalized datasets. References to these datasets are provided in Section 4.2.

Auditory Emotion Detection For auditory emotion detection, features such as
MFCCs, Mel-Spectrogram, Chroma, and Spectral Contrast are extracted from
the audio using the librosa library. A 1D CNN processes these features to classify
emotions based on audio signals. Data augmentation techniques, such as speed
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variation and background noise introduction, enhance model robustness. The 1D
CNN model is trained on combined datasets (RAVDESS, SAVEE, AESDD) with
augmentation and subsequently fine-tuned using personalized data. References
to these datasets are provided in Section 4.2.

Textual Emotion Detection Textual emotion detection involves transcribing au-
dio to text, translating it into English, and employing a pretrained model to
classify the text into emotions like happiness, sadness, and anger. This pro-
cess ensures accurate emotion recognition from the textual content of the audio.
The translation model used is the MarianMT model from the Helsinki-NLP
group (Helsinki-NLP/opus-mt-es-en) [14], and the emotion classification is
performed using a pretrained transformer-based model fine-tuned for sentiment
analysis.

This system focuses on detecting emotions through visual, auditory, and tex-
tual inputs. The system utilizes various models to classify four primary emotions:
angry, happy, neutral, and sad.

3.4 Scene Description

LLaVA, an advanced computer vision tool, enriches ChatBot interactions by ana-
lyzing the user’s visual environment [8]. It identifies key details of the scene, such
as location, age, and gender. The integration involves models trained to gener-
ate descriptions and responses based on visual content, enhancing the ChatBot’s
contextual understanding.

The responses generated by LLaVA are essential for setting the context in
conversations, allowing the ChatBot to interact more effectively by understand-
ing the user’s environment and situation. For instance, the ChatBot’s response
to a query will vary significantly based on the environmental context provided
by LLaVA. If a user seeks advice on a problem, the ChatBot’s response would
differ if the user is in a park versus in a clinic with a doctor. In a park, the
ChatBot might provide a more casual and general advice, whereas in a clinic,
the advice could be more serious and medically oriented. This context-aware
interaction ensures that the ChatBot’s responses are relevant and appropriate
to the user’s current situation, thereby improving the overall user experience.

Some examples illustrating how LLaVA analyzes different scenes and provides
information that the ChatBot uses to personalize its responses are shown in
Figures 2 and 3.
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Fig. 3. Person in an urban envi-
ronment.

Fig. 2. Student in a classroom.

Scene description module responses for Figure 2:

— Environment: Classroom.
— Gender: Female.
— Age: Child.

Scene description module responses for Figure 3:

— Environment: The person is on a street, surrounded by buildings and vehicles
in the background.

— Gender: Male.

— Age: Young, probably in adolescence or early adulthood.

3.5 ChatBot Setup

The ChatBot employs the Mixtral8x7b model, an advanced open-source lan-
guage model [4]. The ChatBot adapts to various interaction contexts, using in-
puts like the expected role, environmental information from LLaVA, user emo-
tion, and user message. The model processes this contextualized input to gen-
erate coherent and appropriate responses. The implementation uses a RESTful
API for communication between the local computer and the server hosting the
models and GPUs, ensuring seamless interaction and response generation.

3.6 Object Recognition

Object recognition allows Pepper to identify and classify objects in real-time. The
system captures images of the environment using a camera and processes them
with the YOLOv8 model [6]. A continuous cycle captures and stores frames,
which YOLOv8 analyzes to detect and identify objects based on confidence
thresholds. This functionality operates in parallel with other system tasks, en-
abling real-time object detection and user interaction. It is important to note
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that the object recognition module operates independently from the emotion
recognition system, focusing solely on environmental awareness and interaction
capabilities.

3.7 Alarm Creation

The alarm creation module enables users to set reminders through voice com-
mands. The system interprets the time and message of the reminder, differen-
tiating between units like seconds, minutes, and hours. It schedules reminders
accordingly, using a multithreaded approach to manage multiple alarms and en-
sure timely activation. When the time is up, Pepper announces the reminder
message.

3.8 Social Robot Movement

As mentioned earlier, we decided to implement our system on a commercial
social robot. In this case, the robot of choice was Pepper. The movement mod-
ule encompasses two main capabilities: person tracking and executing specific
movements.

Person Tracking Pepper has the ability to follow a person by adjusting its posi-
tion and orientation in real-time using facial detection algorithms. This tracking
is based on the three-dimensional position [z, y, 2] of the detected target relative
to Pepper’s torso reference frame, allowing precise calculation of the distance
and relative orientation of the user to the robot.

This process involves constant calculations regarding Pepper’s position and
orientation relative to the user, based on the detected three-dimensional po-
sition. The formulas for adjusting translation and rotation speeds take these
three-dimensional measurements into account to ensure consistent and continu-
ous interaction:

— To adjust distance:
vel _traslation = £0.1 4 (position_ X — threshold) x 2 (1)
— To adjust orientation:
vel _rotation = £0.1 + |position_Y — threshold| (2)
where threshold represents the optimal distance Pepper tries to maintain from

the user, and the position [z, y, z] indicates the user’s location relative to Pepper’s
torso.
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Executing Specific Movements In addition to tracking, Pepper can perform
precise movements in response to detailed verbal instructions.

The process involves several key steps:
1. Transcription: The user’s spoken command is converted into text using speech
recognition technology.
2. Command Parsing: The transcribed text is broken down into individual words
or tokens. Each token is analyzed to determine its part of speech (e.g., noun,
verb, adjective), and the syntactic structure of the command is analyzed to
understand the relationships between words. This helps in identifying the main
action (e.g., move, rotate) and its parameters (e.g., direction, distance, angle).

Based on the parsed information, the system extracts the required action. For
instance, if the command includes words like "move" or "displace," the system
understands that a movement action is required. Similarly, words like "turn"
or "rotate" indicate a rotation action. The system then identifies additional
parameters such as the direction (e.g., forward, backward, left, right) and the
magnitude of the movement (e.g., distance in meters or angle in degrees). For
example, the phrase "two meters" would be parsed to set the distance parameter.

Once the command is fully interpreted, it is translated into executable in-
structions for Pepper. For example, if the user says "Pepper, move forward two
meters," the system will understand that Pepper needs to move forward by two
meters. It will then send the appropriate commands to Pepper’s motion control
system to execute the movement.

This robust interpretation mechanism ensures that Pepper can accurately
understand and respond to a wide range of movement commands, enhancing its
capability to interact seamlessly with users.

4 Experiments

This section presents the results obtained from various tests and training ses-
sions. In all tests, the accuracy plot, the loss plot.

4.1 Intention Recognition

This section presents the results of training the RNN associated with intention
recognition. The model is evaluated to determine its reliability and accuracy
in detecting user intentions, a crucial aspect to ensure smooth and effective
interaction between the robot and the user.

Dataset Description The dataset used for training was created manually and
consists of the following classes: tracking, reminder, ChatBot, movement, and
object detection. Each class contains between 70 and 90 phrases. The dataset
was divided into 75% for training and 25% for testing.
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Input and Output The input to the RNN consists of the tokenized phrases,
which are converted into numerical sequences. These sequences are then trans-
formed into feature vectors through an embedding layer. The output of the RNN
is a classification of the phrase into one of the five intention classes.

A video demonstrating the intention recognition system can be seen in .

Strengths and Limitations The model performs well when the phrases closely
resemble those in the dataset, as the RNN effectively associates keywords with
the corresponding class. However, there are limitations. The model cannot handle
combined module requests (e.g., "Tell me what objects are in the room and
then remind me to..."). This limitation arises because the RNN is trained to
classify single-intention phrases and does not support the recognition of multiple
intentions within a single input.

4.2 Emotion Recognition

This section presents the experiments carried out to develop the multimodal
emotion recognition module. It is important to note that, as mentioned earlier,
emotion in text is detected using a pretrained detector, so no experiments have
been conducted regarding emotion detection from text. A video demonstrating

the multimodal emotion detection system can be seen in 2.

Datasets For the analysis and recognition of emotions in both audio and frames,
carefully selected datasets known for their diversity and data quality in the field
of artificial intelligence were used.

RAVDESS The Ryerson Audio-Visual Database of Emotional Speech and Song
(RAVDESS) contains audiovisual recordings of actors performing emotional ex-
pressions in a controlled manner [9]. For frame-based emotion recognition, the
visual components of this dataset are used, which include facial expressions cor-
responding to emotions such as joy, sadness, anger, and surprise. In the context of
audio, RAVDESS offers high-quality voice recordings where actors express emo-
tions clearly and distinctly, making it an optimal tool for developing systems
capable of identifying human emotions through speech.

Crema-D The CREMA-D (Crowd-sourced Emotional Multimodal Actors Dataset)
provides audio and video recordings of actors expressing a variety of emotions
through dialogues. Similar to RAVDESS but with its own uniqueness in the di-
versity of situations and emotions, CREMA-D stands out for including a broader
spectrum of emotions and a wide variety of actors. This dataset is particularly
useful for training models that need to recognize emotions in dynamic situations
and with variations in emotional intensity [1].

! https://youtu.be/ILoHKEFA4CY]
2 https://youtu.be/sWtVKhZLLXs
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Christian Mejia The dataset created by [11] is a collection of images repre-
senting emotions, mostly sourced from the FER2013 and AFF-WILD datasets.
Additionally, it also includes images generated by Artificial Intelligence.

Surrey Audio-Visual Expressed Emotion (SAVEE) The SAVEE dataset was cre-
ated by researchers at the University of Surrey and consists exclusively of high-
quality voice recordings from native English-speaking men, making it a valuable
resource but with some limitations in terms of gender representation. The dataset
includes recordings from four men, graduate students, and researchers, aged 27 to
31. The recorded emotions span seven psychologically defined categories: anger,
disgust, fear, happiness, sadness, surprise, and a neutral category |3].

Acted Emotional Speech Dynamic Database (AESDD) The Acted Emotional
Speech Dynamic Database (AESDD) is designed for speech emotion recognition
(SER), categorizing emotions into five types: anger, disgust, fear, happiness, and
sadness. This dataset is used for audio-based emotion recognition [16].

Facial Emotion Detection In this subsection, the performance of the trained
models for facial emotion detection will be analyzed using different neural net-
work architectures and various datasets. The results of these trainings will allow
evaluating the accuracy and effectiveness of each model in classifying emotions.

Various experiments were conducted with different architectures and datasets
to determine the best approach for facial emotion detection:

— CLIP (Contrastive Language-Image Pre-training): CLIP, developed
by OpenAl, was evaluated for its ability to understand and classify emo-
tions in images. The experiments involved the general pre-trained model
being evaluated on the frame datasets (RAVDESS, CREMA-D, and Chris-
tian Mejia). In all datasets, the model showed good accuracy for the "angry"
and "happy" classes (between 70% and 90%, depending on the dataset), but
for the "neutral" class, the highest accuracy was 30%, possibly due to the
model not being trained with "neutral" text labels. The "sad" class accuracy
ranged between 50% and 60%, depending on the evaluated dataset.

Four predictive models were created: the pre-trained model and three fine-
tuned models with each dataset, including a combined dataset excluding the
dataset being evaluated. Thus, three evaluation tests were conducted, one
for each dataset. The best model was the one fine-tuned with the Christian
Mejia dataset, achieving a 75% average accuracy across the four emotions
on the RAVDESS dataset and 47% on the CREMA-D dataset (the best
performance among the four models).

The pre-trained CLIP model can correctly associate images with well-described
emotions (e.g., a person crying for "sad"), but it fails with images express-
ing no clear emotion. Fine-tuning with images from different datasets and
introducing the text label "A person expressing a neutral emotion" for neu-
tral images aimed to resolve this issue. Evaluation involved inputting four
text labels ("A person expressing an emotion of ...") for each image, and the
highest predicted percentage determined the classification.



Multimodal Emotional Recognition for Human-Robot Interaction in Social
Robotics 231

— Visual Transformers: Experiments were conducted using Visual Trans-
formers (ViT), which capture complex relationships within images efficiently.
These models were tested on the RAVDESS dataset due to hardware limita-
tions, and their performance was compared to other architectures. Despite
the limitations, the ViT model achieved a 95% accuracy on the validation
set, similar to the 2D CNN on the same dataset. Future work would ben-
efit from more GPUs to evaluate the system using all datasets combined,
potentially improving the robustness and generalization of the model.

— 3D Convolutional Neural Networks (CNNs): This approach analyzed
entire video sequences rather than individual frames. The RAVDESS dataset,
which provides video sequences, was used for these experiments. The ob-
jective was to determine whether analyzing sequences could provide better
emotion detection compared to frame-by-frame analysis. However, the 3D
CNN model only achieved 70% accuracy on the validation set, significantly
lower than the 95% accuracy obtained by the 2D CNN and Visual Trans-
formers on the same dataset. Due to this lower performance, the 3D CNN
architecture was discarded.

— 2D Convolutional Neural Networks (CNNs): Initially, separate 2D
CNNs were trained for each dataset (Crema-D, Ravdess, Christian-Mejia).
Datasets without pre-segmented training and validation folders were manu-
ally segmented, allocating 75% of the data to training and 25% to validation.
Subsequently, an additional test was performed applying Data Augmentation
techniques to the training set to evaluate the improvement in the model’s
generalization capability.

The aim of these trainings was to test the performance of each model with
different datasets, identify which emotion classes are best detected, and those
that present the most challenges.

After extensive testing, the 2D CNN model proved to be the most effec-
tive. The final experiment combined all datasets and applied fine-tuning with a
personalized dataset.

Although the fine-tuning process is performed for a single person, it does not
always achieve an accuracy value close to 100%, and this has a simple expla-
nation. From each message that the user recorded, five frames per second were
extracted. This implies that even if the person is angry during the conversation,
not all frames will necessarily show micro-expressions of anger; some might show
neutrality. In practice, this does not pose a problem since an average weighting
of all frames throughout the conversation is performed. For example, if in a
seven-second conversation, 76% anger and 24% neutrality are detected, it will
be assumed that the person was angry while conveying that message.

Auditory Emotion Detection In this subsection, the performance of the au-
ditory emotion detection model using Convolutional Neural Networks (1D CNN)
will be analyzed. The goal is to evaluate the model’s effectiveness in predicting
emotions from audio data using accuracy and loss plots and identifying which
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emotions are easier or harder to predict. Additionally, the performance of differ-
ent datasets separately and combined will be evaluated, both with and without
the application of data augmentation techniques. This evaluation will determine
which data configuration provides the best performance and on which the fine-
tuning process will be performed.

The final experiment combines all datasets with data augmentation and fine-
tuning using a personalized dataset.

These results demonstrate significant success in fine-tuning, achieving an
accuracy of 100%. It is important to note that the quality of fine-tuning signifi-
cantly depends on how the user differentiates the messages of different emotions.
The goal is to allow any person to create their personalized dataset in a short
time, approximately 5 minutes. However, with so few data, the system might not
be robust to variations such as microphone distance—for example, it would not
work the same if the data were collected with the microphone 20 cm away and
then predicted with the microphone one meter away—or changes in the person’s
tone of voice on different days.

Ideally, the system would benefit if, over a week, the user recorded four
messages daily, one for each emotion, slightly varying the tone of voice and the
microphone distance. Despite these limitations, the system works quite well if
there are no significant changes in tone of voice and the microphone is kept at
an approximate and constant distance.

A video with an interaction between an user and the robot can be seen in 2.

5 Conclusions and Future Work

This study has successfully integrated an advanced conversational system into
the Pepper robot, adapting it to user emotions through multimodal analysis of
vision, audio, and text. The system has demonstrated effective operation even
with moderately quality audio recording devices and in a short time for person-
alized adaptation through the use of fine-tuning techniques.

The implementation has transformed Pepper into a versatile agent that not
only assists in simple tasks but also recognizes objects, moves in the environment,
remembers events, and holds contextualized and emotionally coherent conversa-
tions. This represents a significant advancement towards humanizing robot-user
interactions, providing a more natural and enriching experience.

However, challenges were encountered, such as the response speed of Mixtral,
technical issues with connectivity, and the somewhat outdated hardware of Pep-
per. These manageable issues highlight important areas for future improvements.
Regarding future work, several directions for further research and development
are proposed. One key direction is the integration of real-time mapping capa-
bilities, adopting a robot with advanced mapping technology to not only detect
but also localize objects in real-time, thereby enhancing interaction and system
functionality. Additionally, the implementation of physical manipulation capa-
bilities is crucial; using a robot with fully articulated arms will allow the robot

3 https://www.youtube.com/watch?v=dkuLXqDm8v8
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to transport objects at the user’s request, increasing the autonomy and utility of
the assistive system. Continuous updates of vision and language models, such as
LLaVA and Mixtral, are necessary to keep the system effective and accurate as
the state of the art in computer vision and natural language processing advances.
Finally, developing a larger and more diverse dataset for intention recognition
will improve the accuracy in identifying user requests, making the system more
reliable and versatile in different contexts.

In conclusion, integrating multimodal emotion recognition technologies into
humanoid robots like Pepper holds tremendous potential for transforming human-
robot interactions. This study not only advances our understanding of effective
HRI strategies but also opens up new avenues for the practical application of
robots in assisting human activities, thereby enriching the quality of human life.
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Abstract. This work presents a machine learning based study on peo-
ple detection using 2D Laser Range Finders (LRFs) combined with deep
learning methodologies, aimed at enhancing mobile robot capabilities in
various environmental conditions. The study introduces a novel integra-
tion of a monocular camera with an LRF on a mobile robot to improve
the accuracy and efficiency of detecting and tracking people. By employ-
ing deep learning models such as CenterNet, the system leverages both
image and 2D range data to facilitate automatic labeling of datasets,
crucial for training robust classification algorithms. In order to achieve
the best classifier, two experimental studies are introduced in this work.
The former is carried out in a simulated environment and the latter
in real-world, office-like environments. In simulations, various machine
learning models are trained and evaluated, showing significant results
in distinguishing human legs from other objects. The transition to real-
world testing underscores the challenges and adaptations necessary to
achieve high accuracy and reliability in dynamic settings. The XGBoost
model emerged as the most effective classifier in our study, achieving the
highest scores in accuracy, precision, recall, and F1-score, outperforming
other methods across these key metrics. This work aims to advance the
field of 2D LRF based people detection and also proposes a solution for
real-time applications, balancing precision and computational efficiency.
Experimental results from both simulated and real-world environments
demonstrate the system’s effectiveness.

Keywords: People detection - Deep learning - Machine learning - 2D LRF

1 Introduction

Mobile robots rely on detecting and tracking people for applications like Human-
Robot Interaction (HRI), navigating crowded spaces, and safety in shared envi-
ronments |20]. Various computer vision techniques using Monocular, Stereo, and

* This work was made possible thanks to the support of Senacyt Panama
(Scholarship No. 270-2022-164) and Grant PID2022-1384530B-100 funded by
MCIN/AEI/10.13039/501100011033 and by “ERDF A way of making Europe”.
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RGB-Depth cameras, including deep learning methods like YOLO, have proven
effective for these tasks [15]. Despite the advantages of vision systems, 2D Laser
Range Finders (LRFs) are favored in social and service robots for their reliability
and wide field of view, overcoming the limitations of vision sensors in adverse
conditions [4].

Detecting people using 2D laser technologies can be achieved through various
approaches, as outlined in the survey conducted by M. Sharif [22]. Some tech-
niques directly process laser measurements individually as inputs for supervised
machine learning algorithms. Conversely, alternative methods first cluster these
measurements and then derive features to characterize these clusters. In this
work, we will adopt the latter approach and propose a set of innovative features
compared to those described in the specialized literature.

Emerging studies utilize deep learning for enhanced detection from sensor
data, offering significant improvements in reliability [21]. Given the absence of
automatic labeling tools for 2D laser data, this work explores the potential of
deep learning to automate the labeling of such datasets and the use of machine
learning approaches to generate efficient leg detectors, aiming to enhance effi-
ciency and accuracy in diverse applications [14].

This work is organized as follows: Section 2 outlines the proposed system’s
hardware and software, emphasizing camera and LRF integration. In Section 3,
deep learning methods for object detection are detailed, with a focus on the
CenterNet model. Section 4 describes the mobile robot’s hardware and software
components. Section 5 discusses the simulated environment for leg detection
using 2D LRF and the associated machine learning training. Experimental eval-
uations in simulated and real-world conditions are covered in Sections 5 and 6,
respectively. The conclusions and some ideas on future work are commented in
Section 7.

2 Description of the proposal

In the initial phase of this study, we employ a simulated environment using Cop-
peliaSim to rigorously test our experimental setup. This approach ensures that
it performs effectively under controlled conditions designed to mirror real-world
scenarios. This simulation allows us to evaluate the detection capabilities and
overall system reliability without the complexity and variability inherent in phys-
ical environments. Through this simulation, we gain insights into the system’s
performance, providing a foundation for further development and refinement
before real-world application.

The next step involves using real-world data to validate the findings from our
simulations. Building on prior work in people detection, tracking [2], and auto-
matic labeling of 2D range data [1], this proposal introduces a refined method
by employing a monocular camera instead of the Kinect 1.0 sensor, avoiding
the Kinect’s infrared drawbacks under certain lighting conditions. The system
incorporates a LRF sensor mounted 30 cm above the floor on a mobile robot,
paired with a Jetson TX2 Developer Kit, which manages the camera and LRF
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integration. This setup captures both image and 2D range data alongside odom-
etry and velocity data, stored on an onboard SSD during navigation through an
office-like environment.

This data supports offline deep learning analysis on powerful machines using
TensorFlow 2 Object Detection API [12]. A specific focus is on the Center-
Net HourGlass104 Keypoints 512x512 model [27], trained on the COCO 2017
dataset [17], to detect people in images. This model helps in keypoint detection,
aiding in the identification of human legs through images, which are then cor-
related with 2D range data for automatic labeling. The labeled data facilitates
the development of a binary classifier for detecting people’s legs via machine
learning algorithms.

3 Deep learning based object detection

3.1 Two and one stage approaches

Object detection methods, essential for identifying categories like people and
animals in images, have advanced significantly with deep learning, particularly
through Convolutional Neural Networks (CNN) [10]. These methods fall into
two primary categories: two-stage and one-stage approaches.

Two-stage approaches, such as R-CNN [10] and its successors, Fast-RCNN [9]
and Faster-RCNN [19], involve first extracting Regions of Interest (Rols) and
then classifying them. Innovations include Mask-RCNN [11] for simultaneous
object and mask detection, and R-FCN [8], which employs position-sensitive
score maps. Cascade R-CNN [5] addresses overfitting by training sequential de-
tectors with increasing Intersection over Union (IoU) thresholds.

One-stage approaches, exemplified by YOLO [25] and SSD [18], streamline
the process by directly classifying and regressing anchor boxes, eliminating the
need for separate Rol extraction. Keypoint-based methods like CenterNet [28]
represent objects using keypoints, which simplifies bounding box determination
and avoids traditional anchor box disadvantages.

3.2 CenterNet

CenterNet utilizes a single central point in an object’s bounding box for repre-
sentation, regressing other properties like size and pose from image features [27].
A keypoint heatmap generated by a fully convolutional network aids in detecting
object centers, and bounding boxes are predicted from these peaks. The model
uses dense supervised learning for training and operates in real-time without
non-maximal suppression during inference.

CenterNet not only provides excellent speed-accuracy trade-offs on the COCO
dataset but also allows for multi-person pose estimation, identifying human joints
as offsets from the center [6]. Various applications have demonstrated Center-
Net’s efficacy, such as fault diagnosis in train catenaries [7], biometric recogni-
tion [26], vehicle detection [23], and real-time person detection in surveillance [3].
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For this project, a CenterNet HourGlass104 Keypoints 512x512 model pre-
trained on the COCO 2017 dataset [17] was selected based on its optimal balance
between speed and accuracy. This model is integral to detecting people and
their keypoints within our collected dataset, demonstrating its versatility and
robustness in object detection.

4 System overview

The system consists of three primary hardware components. The first is a Peo-
pleBot mobile robot equipped with an LRF SICK LMS200 [13], which has a
1802 field of view and is capable of accurate measurements up to 8 meters. The
second component is an NVIDIA Jetson TX2 Developer Kit, mounted on top
of the LRF. This integrated unit features both GPU and CPU, optimized for
high efficiency and power, supporting an onboard camera with a resolution of
640 x 480 at 30 frames per second. The Jetson TX2 operates on Ubuntu 18.04
and connects to the robot’s sensory system via USB. The third component is a
laptop, positioned on the robot and connected to the Jetson TX2 via Ethernet,
serving as the user interface.

The software architecture of the system is developed in C++, utilizing Aria
and ArNetworking libraries provided by the robot manufacturer for program-
ming and network communication, although only Aria is needed due to the direct
wired connection of the Jetson TX2 which replaces the robot’s original onboard
computer. The Jetson TX2 is powered by a LiPo battery, similar to those used in
drones, while the robot operates on a standard plumb battery system. OpenCV
library manages the image processing, and both laser measurements and images
are saved directly to an SSD connected to the Jetson TX2.

5 Leg detection using 2D LRF in simulated environments

To evaluate the effectiveness of various techniques for detecting people using 2D
LRF data, a simulated environment was utilized. CoppeliaSim was chosen for
its straightforward integration with several programming languages, including
Python, which facilitated the simulation process.

Python was the primary programming language employed in this study due
to its widespread adoption in research and data science. Its clear syntax and a
comprehensive array of specialized libraries support efficient, complex data anal-
ysis and model development. Key libraries used include NumPy for numerical
computations, Pandas for data manipulation, scikit-learn for machine learning,
and OpenCV for computer vision. This combination of accessibility and robust
functionality makes Python especially suitable for conducting data-driven re-
search efficiently.

5.1 Data Collection Process

The data collection process for leg detection using a 2D LRF was meticulously
designed within the CoppeliaSim simulation environment. Three unique scenar-
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ios were crafted to closely replicate real-world dynamics and interactions. These
scenarios include a single person moving along a predefined path, a static group
of people, and an assortment of non-human objects that mimic the shape of
human legs.

Fig. 1: Multiple scenarios for data collection: (a) Single person following a path;
(b) Multiple people in stationary positions; (c) Objects-only scenario.

The detailed process for collecting the 2D LRF data is as follows:

— Single Person Scenario: The scene incorporates only the Pioneer robot
model and a person model that follows a predefined path (Bill on track).
The robot remains stationary while the person navigates a path composed
of consecutive S shapes, initially in a perpendicular direction, which then
shifts to a parallel orientation. The exact path is illustrated in figure 1a. This
scene is designed to capture samples of legs in motion. This specific scenario
is crucial as leg detection of a moving person appears slightly distorted due
to the sampling speed of the 2D LRF.



240

— Multiple Person Scenario: In this scene, 25 person models are used, com-
prising 13 standing models (Standing Bill) and 12 sitting models (Sitting
Bill). Each model is randomly rotated to ensure a variety of perspectives be-
fore data collection begins. The robot moves along a predefined path, marked
by yellow arrows in figure 1b, while the person models remain stationary.

— Objects Only Scenario: This setup is filled with diverse objects includ-
ing walls, rectangles, and cylinders of various sizes, arranged to simulate
a complex environment. The goal is to gather non-leg samples, enhancing
the dataset’s diversity. The robot navigates a predefined path, indicated by
yellow arrows in figure 1c, during data collection.

After a comprehensive data collection process, we now turn our attention to
the next section where we will delve into the specifics of how we have applied
clustering to our collected data.

5.2 Clustering

In our simulated environment, we chose to use settings that replicate those of
the physical LRF SICK LMS200 laser sensor. This decision ensures that the
simulated robot’s operational characteristics align closely with those of its real-
world counterpart. Specifically, the simulated Pioneer robot employs a 2D LRF
that provides a 180-degree field of view with an angular resolution of 0.5 degrees,
positioned approximately 30 cm above the ground.

-100

T T T -200
125 130 135 1.40 145 1800 1900 2000

(a) (b)

Fig. 2: Outline of a person’s leg in both simulated (a) and real world (b) envi-
ronments.

When a standing person is scanned by this LRF, the image appears as two
closely spaced semi-circumferences, as illustrated in Figure 2. Each sensor scan
generates 361 polar coordinates, which are then transformed into Cartesian co-
ordinates for further analysis.
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One of our primary objectives is to discern features within the sensor’s field
of view, particularly focusing on the lower portion of a person, such as legs. To
approach this challenge, we adopted a binary classification framework. The goal
is to categorize the data into two groups: representations of human legs and all
other objects. While this method enhances our ability to distinguish between
various shapes, it is important to recognize the limitations inherent in using
laser-based technology. For instance, objects like table legs or other cylindrical
items that mimic the dimensions of human legs can pose challenges for accurate
differentiation. Thus, while our approach provides a structured way to analyze
the sensor data, the precision of distinguishing between very similar shapes solely
through this method can vary.

Given the variable nature of the cluster sizes in our dataset, we incorporated
a variety of features for cluster characterization. These features are drawn from
established practices in related research and general techniques employed for
polygon characterization.

5.3 Features extraction

To prepare data samples for machine learning tasks, we extract a comprehensive
set of geometric features from the clusters, expanding upon successful meth-
ods like the Leigh’s detector [16]. The comprehensive set of features utilized to
describe the clusters includes:

— Depth: Measurement of the cluster’s extent from the front to the back.

— Width: Measurement across the widest part of the cluster perpendicular to
the depth.

— Perimeter: The total length around the boundary of the detected cluster.

— Radius: The radius of the circle that best fits the point cloud as determined
by the Taubin fit.

— Sigma: The mean squared error (MSE) between the fitted circle and the
actual points in the cloud, indicating the fit’s accuracy.

— Area: Area of the polygon calculated using the shoelace formula.

— Distance: Distance from the centroid of the point cloud to the 2D LRF,
providing a spatial reference.

— Number of points: Number of points comprising the cluster, reflecting its
density and complexity.

— Angles: Sum of the internal angles of the polygon, which helps in under-
standing the geometric structure.

Given the typical appearance of a leg in laser-based imagery resembling semi-
circles, the algebraic circle fit method developed by G. Taubin [24] is applied.
This technique allows us to identify the circle that most accurately represents
the shape of the point cloud.

With a comprehensive set of features defined for each cluster, we them pro-
ceed to the model training phase.
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5.4 Model Training

The next phase of our research involves training various machine learning mod-
els, primarily selected from the scikit-learn library. Our selection encompasses
a range of robust algorithms including Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), Random Forest, and AdaBoost. Additionally, XG-
Boost, though not part of scikit-learn, has been included due to its efficacy in
handling large and complex datasets.

The simulated environment dataset comprised 18,890 positive samples (60%)
and 12,536 negative samples (40%), revealing an initial class imbalance. To ad-
dress this, we balanced the dataset by randomly sampling from the positive class
to match the size of the negative class, using a fixed seed for consistent results.
This adjustment ensures equal representation of both classes, facilitating more
effective and unbiased model training.

We allocated 75% of this balanced dataset for training and the remaining
25% for testing. The splitting process was conducted through a stratified ran-
dom selection using a predefined seed to ensure the reproducibility of our re-
sults. To optimize the models, we utilized a grid search coupled with 5-fold
cross-validation to determine the best hyperparameters for each algorithm. This
structured approach aims to maximize the predictive accuracy and reliability of
our classification models.

With the model training complete, we now move on to evaluate their per-
formance. In the next section, we will present key metrics such as accuracy,
precision, recall, and the fl-score, providing a clear overview of the different
models’ effectiveness.

5.5 Performance metrics

Table 1: Performance metrics of various classification models evaluated on the

test split of the dataset, sorted by fl-score. The highest scores for each metric
are highlighted in bold.

Model Accuracy Precision Recall F1-Score
XGBoost 0.994 0.994 0.993 0.994
Random Forest 0.992 0.990 0.995 0.992
KNN 0.992 0.991 0.993 0.992
SVM (kernel=rbf) 0.990 0.990 0.990 0.990
AdaBoost 0.981 0.977 0.985 0.981

SVM (kernel=linear) 0.966 0.946 0.989 0.967
SVM (kernel=poly) 0.963 0.957 0.969 0.963

The analysis of various machine learning algorithms on the dataset highlights
distinct performances, suitable for different practical applications. The XGBoost
exhibited superior metrics (accuracy, f1-score, precision each at 0.994, and recall
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at 0.993), suggesting its robustness in achieving high predictive accuracy. It is
followed closely by the KNN and Random Forest, both showcasing high accuracy
and fl-score around 0.992, with Random Forest slightly outperforming in recall
(0.995). For detailed performance metrics of each model, see Table 1.

The SVM with an RBF kernel also performed commendably, maintaining
balanced metrics around 0.990, although other kernel types showed reduced ef-
fectiveness. The AdaBoost and SVM with a linear kernel demonstrated moderate
success.

Moving forward from our simulation results, the next phase of our study
involves applying the best models to a real-world setting to validate their practi-
cal efficacy. This step is crucial for transitioning from a controlled experimental
environment to actual operational scenarios, where variables and conditions are
more dynamic and unpredictable.

6 Real World Environment

In the real-world phase, we leverage an automatic labeling process facilitated
by deep learning models specializing in pose estimation. This approach aims
to enhance the accuracy of data annotation, which is pivotal for training and
validating our machine learning models under real-world conditions.

6.1 Data Collection Process

Data was gathered using the PeopleBot mobile robot equipped with an LRF
SICK LMS200. The robot captured multiple sequences, collecting both 2D laser
data and visual images via an onboard camera on the Jetson TX2 development
board. The scenarios involved both static and dynamic elements: the robot re-
mained stationary while multiple individuals walked in its vicinity, and in other
tests, the robot moved, simulating the task of following a designated person.
This movement was managed using an industrial joystick. Although the focus
of this study does not include robot control—which will be explored in future
work the recorded scenarios were designed to reflect the expected operational
conditions of the mobile robot in real-world settings.

The primary environments for these recordings were office-like spaces, in-
cluding corridors, office rooms, and larger indoor areas such as conference rooms
and hallways. This setup aimed to simulate typical interactions and navigational
challenges the robot would face in a working environment.

In total, 9,241 frames across three different sequences were captured with the
robot in stationary positions, and 6,320 frames in five sequences where the robot
was manually controlled to mimic the behavior of following a person.

Having described the data collection process and the operational settings,
we now turn our attention to the methodology for processing this data. The
next section delves into the automatic data labeling process, which utilizes pose
estimation techniques.
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6.2 Automatic labeling using bounding box and keypoints

Leveraging 2D range data for leg detection involves machine learning techniques
applied to datasets that ideally represent realistic operational scenarios, as dis-
cussed in Section 1. Our approach uses a pre-trained CenterNet HourGlass104
Keypoints (CHK) model to identify bounding boxes and keypoints for legs, fa-
cilitating the automatic labeling of 2D range data. The process integrates the
detection of people in images from an onboard camera with the localization of
corresponding laser points.

255 2
person

person 0.91

Fig. 3: (a) Keypoints diagram of CenterNet HourGlass104 Keypoints. (b) Bound-
ing box and keypoints supplied by CenterNet Hour Glass104 Keypoints detector.

Bounding boxes and keypoints for human legs are defined by specific key-
points: kpi, and kpi. for the left leg, and kpi, and kpis for the right leg, as
illustrated in Fig. 3. 2D laser points are clustered using the jump distance al-
gorithm, with valid clusters transformed and projected onto image coordinates
using the robot’s camera calibration parameters.

The calibration process involves capturing images of a checkerboard pattern
from various angles to compute the camera’s intrinsic (focal length, optical cen-
ters) and extrinsic (position and orientation in relation to the robot) parameters.
This alignment is essential for enabling a seamless overlay of laser data onto the
visual images and facilitates the accurate identification and labeling of leg clus-
ters based on the proximity of laser points to the keypoints on the images.

The process begins by projecting the 2D LRF data onto the image captured
by the RGB camera using a transformation matrix. This alignment allows us
to overlay the LRF data onto the corresponding visual content accurately. Once
aligned, the CenterNet model identifies key points on the person, specifically
kpis, kpls, kpi,, and kpis, which correspond to the left knee, left foot, right
knee, and right foot, respectively.
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Fig. 4: (a) Projection of 2D laser range data to colour image. (b) Assignment of
the projections of clusters to detect legs.

Considering the LRF primarily captures data at shin height and there are
no direct equivalent keypoints, a new reference point for each leg is created by
calculating the midpoint between the knee and foot keypoints. The distance
between this newly established midpoint and the nearest LRF point cluster is
then measured. If this distance is within a predefined threshold and the rest of
the points in that cluster are nearby, then the cluster is marked as a positive leg
detection, indicating the presence of a person’s leg.

Clusters not identified as legs are labeled as negative samples, representing
background objects. This selective filtering aims to ensure the data used for
training and validation is both relevant and accurately labeled.

The process is visualized in Fig. 4a which illustrate the integration of image
and laser data, and Fig. 4b showing the assignment of clusters to detected leg
keypoints.

With our data now accurately labeled using the automated process, we pro-
ceed to characterize the data using the techniques outlined in section 5.2 before
moving to the next phase where once again we will train a selection of ma-
chine learning models. This stage will leverage adjustments and enhancements,
informed by the insights gathered during the prior phases.

An experimental study, outlined in the following section, selects the optimal
machine learning algorithm for classifying these features, ensuring robust leg
detection using 2D range data.

6.3 Model training

Following the evaluation criteria outlined in section 5.5, we narrowed down the
selection to models that achieved an Fl-score of 99% or higher. This criterion
ensured that only the most accurate models were considered for training on
real-world data. This select group includes: XGBoost, Random Forest, KNN
and SVM (with RBF kernel).



246

Given the close performance results of these models, a new metric, inference
time, has been introduced to find the best trade-off between computing time
and performance. This metric measures the speed at which a model can process
input data and return a result, an essential factor for real-time applications. The
inclusion of inference time helps assess the practicality of deploying these models
in scenarios where response speed is critical.

After characterization, we obtained a dataset consisting of 19,632 samples,
balanced evenly across both classes. The same methodology outlined in section
5.4 was used to split the dataset, and also for selecting the best hyperparameters
for the different models.

With our dataset prepared and models optimized, we then proceed to a
detailed evaluation. In the upcoming section, we will analyze model effectiveness
using both traditional accuracy metrics and the newly introduced inference time,
ensuring a better understanding of their potential for real-world applications.

6.4 Performance metrics

To comprehensively assess the performance of our models, we focused on cal-
culating the mean inference time. This metric represents the average processing
time required for 1,000 samples across 19 distinct splits of our complete bal-
anced dataset. Additionally, we calculated the standard deviation to evaluate
the variability in processing times across these splits.

These tests were conducted using a high-performance laptop equipped with
an Intel Core i7-12650H processor, featuring a 24 MB L3 cache, speeds up to
4.70 GHz, 10 cores, and 16 threads. The system also includes 16 GB of DDR5
RAM operating at 4800 MHz across two modules. The laptop also features an
NVIDIA GeForce RTX 4070 mobile GPU; however, this component was not
utilized in the current stage of testing as our analysis was confined to machine
learning models that did not leverage GPU acceleration.

Table 2: Performance metrics of various classification models evaluated on the
test split of a real world dataset, sorted by fl-score. The highest scores for each
metric are highlighted in bold.

Model F1-Score Accuracy Precision Recall| Mean (ms) STD (ms)
XGB 0.9944 0.9944 0.9946 0.9943 2.0 0.4
RandomForest 0.9941 0.9941 0.9953  0.9928 23.1 1.6
KNeighbors 0.9930 0.9930 0.9946  0.9914 57.4 48
SVC (kernel=rbf) 0.9913 0.9914 0.9960 0.9867 343.1 12.7

In the real-world dataset, the evaluation of machine learning algorithms (Ta-
ble 2) has yielded results that closely align with those obtained in the simulated
environment, demonstrating a strong consistency across different experimental
setups. The XGBoost model has continued to exhibit exceptional performance,
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achieving the highest f1-score of 0.9944, which correlates precisely with its accu-
racy. This high degree of accuracy and precision (0.9946) coupled with a nearly
identical recall (0.9943) underscores its robustness in handling real-world data.
Additionally, the algorithm benefits from a notably efficient execution time, av-
eraging just 2.0 milliseconds per instance with a minimal standard deviation of
0.4 milliseconds, highlighting its suitability for applications requiring high-speed
data processing.

Random Forest also shows excellent performance, slightly surpassing XG-
Boost in precision but with a longer execution time. However, its capacity for
easy explainability may render it particularly valuable in scenarios where under-
standing model decisions is crucial, despite the slower performance.

K-Nearest Neighbors (KNN) and the Support Vector Machine (SVM) with
an RBF kernel, while robust, are slower and slightly less effective in terms of
recall and overall fl-score compared to XGBoost and Random Forest. The sig-
nificant processing time of the SVM, in particular, could be a drawback in rapid
decision-making environments. These findings confirm the suitability of XGBoost
and Random Forest for practical applications, emphasizing the need to balance
performance metrics and operational requirements when selecting algorithms.

For an in-depth understanding of the models configuration settings, we present
the specific parameters used for the three top-performing algorithms in our
study:

— Random Forest is set with an entropy criterion, a maximum depth of 12,
and 100 estimators. The maximum features are determined by the square
root of the total number of features, which optimizes the diversity and com-
putational efficiency of the model.

— XGBoost a maximum depth of 6 with 200 estimators to balance learning
capacity and prevent overfitting, ensuring high precision and recall in its
performance metrics.

— KNN employs the ball tree algorithm with 11 neighbors and weights by
distance, using the Manhattan distance metric (p=1). This configuration en-
hances sensitivity to local data structures, beneficial for our complex dataset.

7 Conclusions

The integration of deep learning-based pose estimation with traditional 2D Laser
Range Finders (LRFs) has significantly enhanced mobile robots’ ability to detect
human presence. The automated fusion of image and 2D range data streamlines
the creation of accurate training datasets, crucially reducing the manual effort
and time involved in labeling.

Experimental results validate the effectiveness of the proposed system, par-
ticularly highlighting the performance of the XGBoost model, which demon-
strates high accuracy and reliability in both simulated and real-world settings.
This model proficiently distinguishes between human figures and other objects,
ensuring practical utility in operational environments.
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Future work will focus on developing people tracking capabilities using the

predictions generated by models trained in this study. This advancement aims
to enhance the real-time tracking and interaction capabilities of mobile robots
in complex environments, further bridging the gap between laboratory settings
and real-world applications.
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Abstract. Traffic reports, naturalistic observations and in-lab tests are
carried out to determine the influence of driver’s distractions in car
crashes and to develop technology to detect and prevent them from hap-
pening. Paradoxically, driver’s distractions are more prone to occur with
automated driving vehicles, which might turn into cancelling some of
their advantages. One of the best strategies to cope with this problem is
education. In this work we propose a simulation environment to design
laboratory experiments to study driver’s distractions as well as simple
games to train drivers to take over the control of the vehicle when re-
quired. The resulting simulator enables drivers to experience driving par-
tially automated cars in their neighborhoods or in places of their choice
with different levels of events to check their ability in taking over the
control when required.

Keywords: Autonomous vehicles - Car-driving game - Drivers’ distrac-
tion - Simulated driving.

1 Introduction

Driving on highways or in the neighborhood in a sunny day with few other
vehicles on the road are situations where our sense of continuity makes us focus
our attention on non-driving related tasks or get into drowsiness. Even if we
drive in complex situations with denser traffic or pedestrians around, which may
make unpredictable movements, we trust on paying attention to these because
of our natural trend to focus on changes in the environment. Additionally, we
have an extra confidence on correctly dealing with these situations if our vehicle
has some kind of advanced driving system (ADS). Unfortunately, as with our
feeling that vehicles and pedestrians have some inertia in their movements, we
extrapolate that the ADSs rightly react to any potentially hazardous situation,
but we might be in trouble when they ask us to take over the control of the
vehicle in the shortest possible time.

In this work, we have designed a simulation platform so that you can train
in these situations on the streets of your neighborhood, or the place you prefer,
and so that the data collected with the experiments can be used to improve the
driving environment, both that of vehicle and the roads on which it travels.
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Although there are some games that let players drive on Google maps and the
like (e.g. [https://framesynthesis.com/drivingsimulator/maps]|), the interaction
with the scenario is too elementary and cannot be used to measure data about
the driver-players’ behaviors. In the opposite side, there are realistic virtual
reality games based on actual video footages [https://driving-tests.org/driving-
simulator| or simulated environments [https://www.cgasimulation.com,
https://drivesimsimulator.com/en, https://citycardriving.com| which deliver a
good immersive experience to the users at the cost of computing power and
with limited number of scenarios. The same is true for simulators oriented to
testing self-driving cars [1], as they require accurate representation of the 3D
world so that the simulated sensors can get data of the same quality than their
real counterparts.

This is the first work where simulated traffic environments come from real
maps and the simulation is computationally inexpensive, like many of the psycho-
metric driving test tools, with the addition of including the modeling of partially
autonomous driving of the vehicle. Differently from many current driving simu-
lators that try to convey realistic scenes to the users, the proposed solution relies
on Gestalt principles to fill in the blanks in the simplified visual environment and
on the user-engagement effect of the situated game. In this sense, it provides a
generic, non-compute-intensive tool for driving schools [2] and researchers. Like
the psychotechnical test drive games and tools to assess and train coordination,
reflexes and prediction abilities [3, 4], our solution can help doing the same for
partially autonomous cars.

1.1 Literature Review

Most of us suffer significant impairment when using cell phones while driving 5]
and are less aware of road hazards when driving partially automated vehicles
(PAVs) [6]. In effect, drivers, particularly the novice [7], trust on advanced driver-
assistance systems (ADAS) and ADS [8] and get distracted easily. These distrac-
tions and inattention might cause failure to appropriately and timely respond
to potentially dangerous events while driving, thus being necessary to study dif-
ferent interventions to mitigate these adverse effects of non-driving related tasks
(NDRT) and drowsiness. Unfortunately, their impact on driving performance
and their contribution to car crashes are difficult to determine because of dif-
ferent definitions used to classify accidents and because not all safety-critical
events end up in a car crash. Anyway, distraction and inattention might be the
cause of 10% to 25% of accidents, which could have been avoided with the use
of appropriate warning systems and by specific drivers’ training [9, 10].

Experimentation allows not only to understand the mechanisms that lead
drivers to these distraction episodes and inattention but also to test systems for
their detection and early warning, as well as to develop instructional materials
and exercises for drivers. For example, it is possible to design a better HMI to
mitigate the adverse effects of distraction by investigating visual attention while
driving [11].
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Some studies are carried out with actual vehicles but, for safety reasons, most
of them are done on simulators. Anyway, the main problem is they are limited
to 30-40 participants driving actual cars in controlled areas or simulated vehicles
in simple environments like rural areas [12], which might not be representative
of the general population in all sort of situations.

Although simulators have been improved in detail and capability to represent
complex scenarios of suburban and urban areas, their hardware requirements
hinder their use in studies with larger groups of participants.

Regardless of the experimentation environment, measuring driver’s distrac-
tion is complex because it depends on observations with cameras [13] and other
sensors, including those that measure driving performance (steering, throttle,
speed, ...) [14], and on software methods to determine the onset of the distrac-
tion events like support vector machines [14, 15| and neural networks [16].

In this regard, the Insurance Institute for Highway Safety developed a rating
system [17] that evaluates the safety of ADSs and their driver monitoring sys-
tems (DMS) based on how good they are at identifying driver distraction, how
they alert drivers once the distraction has been identified and also whether they
employ any safety measures when the driver does not react to the alerts.

There have been attempts to use driver state assessment technology to keep
the driver ‘in-the-loop’, i.e. to keep drivers’ attention to driving [18], and even
to safely stop the vehicle if the drivers fail to react to systems’ alerts [19], but
holistic solutions must consider education, too [20].

Drivers’ ability to understand partially automated driving and to know its
boundaries might make them timely taking over control of the vehicles, which
might avoid crashes. Note that drivers are responsible for the vehicle even in sit-
uations where automation required unreasonably rapid reactions from them [21].
Thus, apart from education, it is required that automation is validated against
a broad spectrum of possible users.

A recent literature survey [22| concludes that it is easier that drivers get
engaged in NDRT while driving vehicles with ADAS and ADS, that the older
drivers tend to trust less on these systems than the younger ones, and that the
main solution is that drivers know better how these systems work and how to
interact with them.

Thus, the main problem is the training/education of drivers, which requires
appropriate materials and frameworks, including simulators. Following this idea,
a driving simulator of an autonomous vehicle is a key element in any drivers’
training/experimentation framework. These driving simulators can be built on
top of a game engine that integrates simulation of physical environments with
graphics (Section 2). Achieving a great level of realism would also make the result
driving games highly demanding in terms of computational power and hardware.
In this work we propose a less resource-demanding simulation software with the
ability to generate scenarios from actual roadmaps to compensate for the lack
of realism as for players’ engagement in the game.

Additionally, this “situated experimentation” allows to study the effects of
the traffic infrastructure in drivers’ distraction. Note that, for instance, curves
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make drivers be more attentive |7], that there are other factors that contribute
to drowsiness than supervising ADAS like the road conditions and environment,
and that drowsiness might be worse than distractions [23].

The 3D scenarios are generated from areas of interest taken from Open-
StreetMap (Section 3) and the Godot game engine is used to play the simulation
of an autonomous vehicle that hands the driving control to the user in different
conditions while monitoring its reactions (Section 4). The result framework is a
proof of concept for this software, which can be targeted to a larger number of
people than with more demanding, though realistic, simulators.

2 Game Design and Architecture

In this work, we have created a simple driving-simulation game for users to
experience driving vehicles with up to the level 3 of automation [24] and for
providing researchers with a tool to study the effects distractions and investigate
about systems to minimize their adverse consequences on driving.

The player drives an autonomous vehicle in a 3D world with vehicles and
pedestrians roaming the streets. The vehicle goes to a random destination point
in the simulated world and, at random points in time, hands the control to the
user, which then must react in the shortest time possible to prevent an acci-
dent. Parameterized test scenarios allow studies of drivers’ behaviors in a broad
range of 3D worlds and traffic conditions. Data related to the users’ interactions,
specifically their awareness and reaction speed, are collected during simulation
an can be further analyzed by experts to gain a better understanding of the
problem, improving onboard HMI, modifying the road infrastructure, et cetera.

The two main components of the simulation platform are the 3D world
and the game of driving a car in it, with other cars and pedestrians (Fig. 1).
The data to build the simulated world is taken from OpenStreetMap (OSM)
[https://www.openstreetmap.org| and the game is run on the Godot engine
|https://godotengine.org/| so the result platform is free to use and does not
require much computational power. However, to make the simulation more ap-
pealing and immersive to the users, it is interesting to add as many details, such
as non-essential objects, textures, or visual effects to the world, as possible.

The Godot game engine is an open-source game engine that provides with
all the necessary tools to create a 3D environment and scripting capabilities
for all the functionality that our simulation needs. Godot’s main scripting lan-
guage GDScript is an easy-to-use but powerful scripting language in which to
describe all kinds of 3D manipulation and implement all the functionality that
the simulation might need [25].

However, in other applications, particularly for developing, training, and val-
idating ADS, detailed 3D worlds are required. In this case, you could use, for
instance, the open-source CARLA simulator [26], which is built upon Unity
[https://unity.com/|. This simulator can also be adapted to create a framework
like the one we propose in this work by making the 3D world coarser, but we
have opted for Godot because of its simplicity to install and use.
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Fig. 1. The game uses the Godot engine to run a GDScript program that simulates a
3D world, extracted from an area of interest taken from OpenStreetMaps by OverPas-
sAPI and built with OSM Buildings, wandering pedestrians and autonomous vehicles,
including the primary or ego vehicle.

OSM is a free wiki world map from which our simulation game takes the
data to create a 3D world of the area of interest where players will drive the ego
vehicle. The XML-type file extracted from OSM (“.osm”) [27] is further processed
to build a suitable representation of the 3D world.

Differently from the main OSM API, the Overpass API 28] allows optimized
reads of the OSM database that enable querying great amounts of data in a
shorter time, which makes the extraction of the area of interest within our sim-
ulation framework easier. The corresponding 3D worlds are generated by OSM
Buildings [29], which creates a layer of buildings rendered in 3D using data
obtained from OpenStreetMap. These buildings contain all the basic metadata
relating to their properties, which might be used to change shapes and aspects.

Although this aspect is out of the scope of this work, note that the simula-
tor must record data about games and users’ performance for further analysis.
Anyway, the main contribution of this work is the proof of concept that a com-
putationally inexpensive simulation game can be used both in research about
drivers’ distractions and inattention and in elaborating drivers’ training mate-
rial.

3 Generation of 3D Worlds

As mentioned before, the OSM 2D map data is parsed to extract all the relevant
information, which then would be manipulated and used to generate all the
different 3D shapes of the environment. This geometry consists of 3D meshes
of roads and buildings which can be placed in the 3D world according to the
coordinates from the OSM map. Additionally, a graph of the area of interest
is created from the waypoints in its roads so that a specific GPS module can
compute paths from current vehicle position to any given destination. These
paths can be used both to direct drivers to chosen spots and to tell ADS how to
move the vehicle node to node until the target position is reached, thus acting
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as a fully autonomous vehicle. In this last mode, the vehicle can ask the user to
solve complex situations or to take the control in the vicinity of pedestrians or
cars.

3.1 Parsing OSM Data

OSM data can be downloaded directly from its website by choosing the region
of interest, provided that the resulting file does not exceed 50000 nodes, which
is enough for the purposes of this work. Anyway, this limitation is overcome by
using, e.g., the Overpass API, which allows for up to 300 MB of uncompressed
downloads. These nodes, which should not be confused with road or graph nodes,
identify geolocation data of objects, and are related to other nodes by ways,
which, at their turn, define shapes of compound objects such as buildings or
roads.

In this version of the game, only objects that are tagged as “highway” or
“building” are considered. To build the 3D scene, node latitudes and longitudes
are converted into scene (z, y) coordinates and other object attributes are used to
create the scene objects accordingly. For instance, to distinguish between roads
and sidewalks, to set the number of lanes in a road, or to construct buildings
with its actual number of levels.

3.2 Generating 3D Meshes

The 3D scene is made of a collection of 3D meshes that are imported from
arrays of vertices that define the shapes of the corresponding objects. These
vertex arrays are arranged so that every three consecutive vertices make up a
triangle. The final meshes that represent paths and buildings are created with
the appropriate ArrayMesh class methods from the Godot engine’s library. Each
final mesh, among other attributes, has an ARRAY VERTEX with the (x,y, 2)
coordinates of the vertices of the object that is added to the 3D scene of the
game.

Buildings are derived from OSM file objects tagged as “building”. The area
that they take is described by a set of nodes that draw a polygon which is
projected in heigh so that a wall is added every two consecutive nodes, and a
roof is created on top with the same shape than the polygon at the bottom floor.

The walls and roofs of buildings are decomposed into triangles so create the
mesh for the whole. While the walls are rectangular and easily split into two
triangles, the roofs are partitioned into triangles by using a specific method of
the Godot’s Geometry class. Thus, each building is a set of triangles stored in a
vertex array which translates to an instance of a mesh through ArrayMesh class’
object creation method, and the corresponding object is added to the 3D scene.

Paths are represented as sequences of rectangles between any two consecutive
nodes and each rectangle is divided into two triangles so to generate a mesh
object in the same way as for the buildings.

Pathway meshes (Fig. 2.a) are combined with building meshes to get a basic
3D world (Fig. 2.b) which can be added details afterward.
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Note that paths are created independently of buildings. In the current ver-
sion, buildings that are crossed by paths act as obstacles, but they will be mod-
ified to create tunnels so that vehicles can go through them.

Fig. 2. The objects that represent paths (a) are combined with the buildings to create
a basic 3D world (b).

3.3 Road graph

The ego vehicle and the rest of vehicles in the game must be able to move
autonomously. In this case, actual ADS cannot be used because the 3D world
is not detailed enough for sensors to produce realistic data, and because it will
take too much computational power. Therefore, it is replaced by a simpler path-
following mechanism that will use a sequence of nodes of the road graph.

This road graph is made of all nodes of the drivable path elements in the
OSM file of the region of interest. A path is drivable when is of type “highway”
and the value associated with this type allows vehicles drive through. Nodes of
the graph are connected when they are consecutive in a path. The resulting edges
are tagged with the distance between their end nodes, so that the simulated GPS
can use them to generate the shortest paths from the vehicle’s current node to
the destination.

4 Game Setup

The user can select which area it is interested in and run the game to drive
a vehicle manually or in a partial or fully autonomous mode. In the two last
cases, the driver must choose a destination. In the first case, the driver may also
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choose a destination and get directions from the user interface. In fact, the HMI
simulates a GPS module so the users can pick up destinations within the area
of interest and, as for the manual mode, it lets them to drive the vehicle.

Therefore, the key element of the game is an autonomous ego vehicle provided
with and HMI that includes a simulated GPS module. The other vehicles in the
3D world are fully autonomous and move around going to random destinations.
Additionally, there are pedestrians that might cross streets, eventually. These
elements altogether enable mimicking real-life situations to test and evaluate
the driver’s attentiveness, namely cases where he or she avoids accidents and/or
takes over the control of the ego vehicle.

Although the game stores user reaction times for further analyzes, it also
may offer immediate feedback to the user by showing reaction times and scoring
its overall behavior.

In the following we shall describe all these components of the game.

4.1 Vehicles

All vehicles share the same 3D model [30], which not only includes an external
view (Fig. 3, top right) but also a dashboard (Fig. 3, top left). The body of the
vehicle is defined as an specific class, VehicleBody, within Godot. This class is
a sub-class of the RigidBody class, whose objects are controlled by the physics
engine to simulate the behavior of physical objects, thus they can collide to each
other and react to physical forces.

In addition to the vehicle’s main body, the VehicleBody class defines the
wheels of the vehicle. The front wheels are used for steering and the rear wheels
for accelerating and braking. Each pair of wheels comes with a set of variables
that can be accessed and manipulated in order achieve the desired movement:
Variable steering have values that range from —1 to +1 that determine the
orientation of the front wheels, and variables f. (engine force) and f, (brake)
are positive values that determine the acceleration and the braking of the vehicle.

The engine force determines how much torque is applied to the rear axle in
each cycle of Godot’s physics engine in terms of the throttle (a) position and
current rotational speed w in RPM:

w

) (1)

where 7,4, is the maximum torque that can be applied by the engine to the
wheels” axle and w4, the maximum speed in RPM. Thus, increasing the value
of the a results in the rear wheels turning faster and the vehicle speeding up
towards the direction it is facing to.

Variable f;, determines how much force is applied to oppose to the wheels
movement so that the vehicle slows down and, eventually, stops.

The steering of the vehicle is controlled using the steering variable, whose
changes are smoothed to make vehicles turning progressively, thus becoming
easier to control for users.

fe = 0" Tmazx" (1 -
Wmax
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Therefore, the vehicle’s pose and linear and angular speeds are controlled by
a, fr, and steering variables, whose values can be given by either by the ADS (all
vehicles) or the HMI (only the ego vehicle). Indeed, all vehicles share the same
kinematics model and control mechanism (figure 3, right) and have a simple ADS
to be able to follow paths from the road graphs. The difference of ego vehicle
with respect to the rest is that it also has an HMI for the user to interact with
it (figure 3, top left), including the capability to define destinations spots. (The
rest of vehicles are fully autonomous and select random destinations to move
around.)

Fig. 8. All vehicles include a GPS and an ADS module to be able to follow paths
to user-defined or random target positions, and only the ego vehicle needs an user
interface (UI) module.

4.2 GPS system

The GPS module is a simplified version of an actual GPS of a vehicle that allows
the driver to monitor its position and to specify destinations. For this, a 2D view
of the world is obtained from a zenith camera on a flattened 3D world, which is
a copy of the 3D scene where the heights of buildings are scaled down to prevent
the taller ones from shadowing or hiding the roads. On top of this view, there is
a position icon at the vehicle’s current location and, eventually, another one at
the destination point (Fig. 3, bottom left.)

‘When the user chooses a destination in the 2D map, this module computes the
path in the road graph to reach it by using the A* algorithm [31] that is available
via the AStar class that comes with Godot’s default library. (Unfortunately, the
ID of the nodes for this class is 32-bit long while the OSM node IDs are 64-bit
long, thus wrapper methods that make the conversion between 64-bit and 32-bit
IDs have been added.)
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Once a route has been calculated, a guiding arrow pointing towards the right
direction is projected in the display when the car is driven in manual mode. In
case of autonomous driving, the vehicle follows the path to the destination with
eventual driver requests to hand over the control.

Vehicle User Control The HMI is designed to make the game usable with
any computer, even without (gaming) steering wheels and pedals, so the user
input recognizes WASD keys (arrow keys, too) as well as the space bar to steer,
accelerate and brake the ego vehicle.

Note that the user control works seamlessly with the ADS component in order
to allow the user to switch between manual and autonomous driving modes in
a smooth manner at will, apart from those events that cause ADS requiring the
driver taking control of the vehicle as soon as possible.

Vehicle ADS The ADS takes charge of assisting the driver to follow a pre-
defined route or making the vehicle doing so in autonomous mode. To do so,
it constantly moves the vehicle forward while steering it towards the next node
position in the path. To make sharper turns, it brakes the vehicle when it is
turning. It also keeps the vehicle at the right side of the road.

To follow a path, the ADS goes node to node and computes the vehicle
orientation with respect to the target node in the current arc. Depending on the
driving mode, it only informs the user about the direction to take or applies the
right amount of steering directly. The steering is the y component of the resulting
vector of the cross product between the forward vector P of the vehicle and the
target direction vector T":

steering = (P x T, (2)

Vectors P and T are computed from the normalization of the current linear
velocity vector, and from the difference between the position of the next target
node in the path the vehicle is following and the current position of the vehicle
in 3D space.

Because node positions are the waypoints at the middle of the roads, they
must be offset to the right to achieve that vehicles drive in the right side of roads.
Therefore, for a given path to be followed, the position of all the nodes is shifted
by the normal vector of each path segment. The length of this normal vector can
be changed to determine how far from the right the vehicle will drive and could
be configured to make it drive at a specific lane in multiple-lane roads. In this
work, however, all roads are considered to have a single lane in both directions
and the vehicle will drive at the center of the right lane.

4.3 Non-User-Controlled Vehicles

Apart from the ego vehicle, the game scene is populated with non-user-controlled
vehicles at random spots. These vehicles simulate regular traffic on the roads and
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create situations where user’s attention and reaction speed can be assessed. As
previously mentioned, they have the same model and components than the ego
vehicle but for the user interface and the working modes of GPS and ADS.

In non-user-controlled vehicles, at the beginning of the simulation or at any
time a destination is reached the ADS chooses a new random destination, asks
the GPS for a path to it and starts following the new route.

The proximity sensors of these vehicles are used by the ADS’s to brake or
stop before an obstacle in the way. They are simulated by collision shapes in
front of the vehicles that trigger events any time physical entities collide or stop
colliding with them. For the sake of simplicity, vehicles fully stop when they
detect the ego vehicle entering their collision shape to prevent from hitting it.
For the rest of the entities, i.e. other vehicles or pedestrians, they slow down
and eventually stop. In this work, we have not included this behavior in the ego
vehicle, but it could be added to simulate an ADS with a collision avoidance
system (CAS) with an autonomous emergency braking (AEB).

4.4 Pedestrians

Pedestrians are included in the simulated scene to make it more realistic and
have an additional source of situations to test user reactions and behavior at the
wheel. Like the vehicles, they are initially placed at random spots of the scene,
at sidewalks. These spots are determined by offsetting node positions, which are
at the middle of the roads, either to left or right side, using their widths.

Like the non-user-controlled vehicles, pedestrians move around randomly
from their current node positions to a random neighbor node. Unlike them,
they do not follow any path or have any specific destination, thus their behavior
looks different to the users. They roam around their initial places so that their
distribution in the environment is quite even, without forming clusters.

4.5 Chunk System

Populating the 3D world with vehicles and pedestrians may affect performance
of the game when their number grows to the thousands. Fortunately, only those
in the vicinity of the ego vehicle, at the possible sight of the player, are required
at a given moment. Therefore, the game groups entities into chunks so that only
those nearby the ego vehicle are simulated.

The chunk system is implemented as a dictionary so that chunk coordinates
are the key to access a class object that holds the list of all the entities that are
inside this chunk in addition to a variable that tells us whether this chunk is
active or not. (Note that it could include any other entity besides vehicles and
pedestrians.)

Chunks are rectangular cells of a grid that covers all the area of the 3D scene
thus, entities belong to the chunk corresponding to their coordinates divided by
the width and height of the cells. The cell size can be modified but should not
be smaller than the size of a city block or too large so that near all entities are
simulated at each simulation cycle.
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The activation or deactivation of a chunk depends on the distance from the
user’s coordinates. In the first case, all entities of the chunk are made visible
to the user and their execution is resumed, while deactivation of chunks imply
the opposite operations, namely, stopping the execution of the behaviors of the
affected entities and their rendering too, thus saving CPU time and increasing
performance of the simulation.

5 Experimentation

The software is publicly available through GitHub |https://github.com/bemol0/
Autonomous_ Vehicle Simulation] and runs on MS Windows platforms with the
Godot engine (version 3.5 stable), and it can be modified freely. In the folder of
the project there is a README.md file with information about how to select
a map for the simulation and the user controls when running the Autonomous
Vehicle Simulation.eze program.

By default, the simulated worlds are assumed to come from areas not larger
than 50,000 OSM nodes and are populated with 10,000 pedestrians and 3,000
vehicles.

The performance of the simulation depends directly on the time to render
the scene and, particularly, on the number of active entities at each cycle, which
is related to the size of the chunks. For example, on a Windows 10 Home 64-bit
computer with 16 Gb DDR4 1600 MHz RAM, an AMD Ryzen 5 3600 6-core
CPU and a NVIDIA GeForce RTX 3060 Ti 8Gb GDDR6 GPU, the number of
frames per second (FPS) range between 40 and above 100 for cases between 60
active entities down to 20.

5.1 User Interaction Assessment

The user attentiveness and reaction speed are measured when a potentially haz-
ardous situation arises, and he or she must take over the control of the vehicle.
These situations appear when the ego vehicle heads against another vehicle or
a pedestrian. In the last case, note that, in addition to the regular behavior of
walking at the sidewalks, pedestrians may eventually cross streets.

The game starts when the user chooses a destination, and the vehicle starts
driving autonomously to that location. The driver must pay attention to other
vehicles and to the pedestrian movements to regain control of the vehicle when-
ever any risky situation may take place. These cases are randomly fired at specific
points of the journey and, for each case, the delay in taking over control and the
outcome are recorded.

The game ends when the driver gets to the destination, and a report with
the data of how has he or she managed each situation and a final score for that
particular journey is displayed and, eventually, stored for further analyses.

As said, the game measures the time it takes to the driver to get the con-
trol of the vehicle from the moment a potential accident may occur until the
moment that some manual input is done. Additionally, it scores the outcome
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of the situation, with positive values when nothing happens and negative ones
otherwise. In the current version, the scoring system is simple: it adds 40/¢,
points for each avoided accident (¢, is the reaction time) and subtracts 50 on
car crashes or hitting pedestrians. (Note that, for the first cases, reaction times
are also recorded.)

6 Discussion and Conclusion

Paradoxically, the more the technology provides us with safety while traveling in
a vehicle, the easier drivers get distracted or pay less attention to driving. These
phenomena are studied to develop technology that prevents their adverse effects
from taking place. Notably, some studies conclude that one of the best strategies
is drivers’ education, which includes acquiring knowledge about ADAS and ADS
and training.

Studies and onboard technology (ADAS, ADS, DMS, HMI, ... ) development
and validation require experimentation with drivers. While experimentation with
actual vehicles and realistic simulators are still required, the only way to make
large experiments and reach a broader audience is by using software than can
be run in affordable platforms.

In this work, we prove that technology is mature enough to develop such type
of software by using open-source tools such as OpenStreetMap and Godot game
engine. The result simulation framework, though simple, can create a 3D world
from a real region of interest taken, at its turn, from OSM, and of let users drive
a PAV in it, with other autonomous vehicles and pedestrians moving around and
causing situations that make the ego vehicle ADS requiring them to take over
the control.

A basic scoring system is used to foster players to minimize their reaction
times and to provide a simple example of how the framework can be used to
train drivers to face these situations. Anyway, it can be hidden or modified to
adjust it to the needs of any study or learning objectives, as well as the types
and frequency of situations drivers’ run into.

The software simulator reduces its computational power requirements by
simulating only the objects that are in the chunks close to the ego vehicle and,
therefore, it is possible to include other classes of objects and, particularly, traffic
lights or signs. Additionally, the 3D scene can be enriched with non-essential
details to get a better level of realism. This option, however, should be included
without compromising simulation execution performance.

With this development, we believe that it is possible to use this kind of
“light” simulation games to make studies with a larger number of participants
and, though results might not be as accurate as with a more realistic platform,
they would be more representative of the population. And, last but not least,
they might be more useful as educational tools (e.g. in driving schools) and as
complementary tools for psychometric tests.
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Abstract. In this paper we analyse the use of techniques that will help
us to apply federated learning in the context of robotics. Federated learn-
ing allows the building of a global model from data that is collected lo-
cally, at different devices and without data sharing. Nowadays there are
already solutions that face the problem of data heterogeneity (non i.i.d).
Nevertheless, even when there seem to be a common task that guides
the federated learning, the local implementation or details are not ex-
actly identical. This is particularly important in the case of robotics. In
this paper we analyse the performance of different techniques that allow
us to identify malicious learners, or minority dissenting learners. This
identification will allow to modulate the impact of these learners in the
global model. Finally, in order to apply federated learning in the context
of robotics, we also need strategies which allow the learning of a model
when the sensors on the robots are heterogeneous.

Keywords: Federated Learning - Malicious attacks - Dissenting learners
- Robotics

1 Introduction

In the last years, regulations on privacy and security of personal data have had
a significant impact on machine learning methods based on data centralization.
These regulations have led to an increase in requirements, as well as the costs
needed to satisfy them. Although there are limitations to data centralization,
the training of deep models still requires large amounts of data. In this con-
text, Federated Learning (FL) has emerged as a strategy able to collaboratively
achieve big models but preserving data privacy.

FL is a machine learning approach that allows the achievement of a global
model on a central server, thanks to the contribution of a set of local learners
(clients). The data and training process remain on local devices (clients). A
significant number of FL algorithms follow a similar process to achieve this goal:
A current copy of the global model is sent from the server to the clients. Then,
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each client updates its local version of the global model using its own local
data, and sends the local gradients of the weights of the global model back to
the server. After this, the central server updates the global model by aggregating
the local gradients received from the clients. These three steps are repeated until
the global model converges.

Nevertheless, FL has yet important open challenges and it has not been
seriously applied in the context of robotics, due in part to the fact that the
standard FL approach imposes constraints that are unrealistic in the context
of robotics. Some of them are related with the diversity of hardware and skills
since robots operate in increasingly complex and time-varying environments co-
working with people. Since robots are endowed with different sensors it might be
difficult to achieve a model valid for them all. On the other hand, there will be
highly non IID data (independent and identically distributed) collected locally
by the learning clients, due to the heterogeneous environmental and operational
conditions, as well as the robot’s characteristics.

To illustrate, consider the example of a domestic cleaning robot, which uses
obstacle avoidance behaviour to navigate and clean the ground. The following is
a simple but illustrative example related to the content of this paper: Imagine a
scenario in which four robots (clients) are situated in four different homes and
each robot has a different strategy for obstacle avoidance. The first robot always
turns left to avoid the obstacle as soon as it detects it. The second robot always
turns right when it encounters an obstacle. The third robot takes more risks and
waits until it is closer to the obstacle to turn both right and left. Finally the
fourth robot is more cautious and avoids obstacles at a greater distance by also
turning both right and left. If we use FL in this example and attempt to find a
global model that works properly for all four clients, it is likely that the model
will not converge, resulting in a quite disastrous behaviour in which each robot
fails to avoid obstacles and directly crashes into them.

In the next sections we will present a strategy aimed to achieve a global
model that can cope with sensor heterogeneity. On the other hand we will also
analyse different techniques aimed to detect and reflect either malicious attacks,
or client’s behaviour that differ from the majority, and which might compromise
the global model.

2 Methodology

2.1 Achieving global models in presence of sensor heterogeneity

Standard FL imposes a model that is common for all clients. When this model is
an artificial neural network, a deep network for example, this restriction means
that the network’s topology is the same for all clients. As we pointed out in the
introduction, there might be differences in robot’s sensors, therefore the sensor
information (both dimension and characteristics) might vary amongst the robots
even when solving the same task. As a first approach to sort this problem out,
we will analyse the use of a strategy that comes from the transfer learning sce-
nario. Most commonly in transfer learning, when convolutional neural networks



Analysis of strategies to apply federated learning in the field of robotics 267

are used (CNN), convolutional layers, especially the first ones, tend to freeze
because they learn low-level features (edges, textures, simple patterns) that are
generally applicable to many different tasks. These basic features do not change
much from task to task. However, in our case we will do the opposite, i.e., only
the fully connected layers will be shared during federated learning, while the
convolutional layers will be locally adapted, so that they can be personalized for
every client. In this case, all clients must agree in the embeddings. This means
that similar environment should correspond with close embeddings for all robots.
The CNN will reduce the dimensionality, extracting only the important features
(embeddings coming out of the convolutional layers). Then, the data is passed
through the fully connected layers to make a decision for the final output. These
embedding/latent vectors should be common for all robots.

2.2 Detecting discrepancy or malicious attacks

Considering the simple exampled pointed out in the introduction, “obstacle
avoidance”, we could see that although the task “seems to be” the same for
all learners, there might be important differences in the strategies applied when
data is collected locally for supervised training. As it is pointed out in [6], the
problem is to determine when the federation, i.e. collaboration, will really help.
If the user’s distribution does not deviate too much from other user’s data distri-
bution, then collaboration might be beneficial. But when the local distribution
is far from being a representative sample of the overall distribution, or even the
task/problem being solved is different, it is too difficult to find a global model
that is good for all clients, and thereby independent models (one-per-device) are
preferable. The problem is knowing the task similarity amongst learners before-
hand. Usually, federated learning, and in particular federated averaging, weights
the contribution of each learner in the global model considering only the nor-
malized percentage of data in each learner. Nevertheless, in our case, we plan
to work with what is called personalized federated learning. There will be a
global model, but also local/adapted versions of this model in every client. As
we just pointed out, it might happen that there is a minority of learners whose
local data is very non i.i.d or heterogeneous, while an important ratio of learners
agree in the characteristics of the task being learnt, or have highly correlated
local datasets. Because of this, we introduce a second group of weights that will
reduce the influence of the few dissenting learners in the global model, while on
the contrary increases the relevance of the learners that agree amongst them,
when building the global model. To achieve these new set of weights that deter-
mine the importance of every learner in the federation, we need techniques able
to build these weights detecting malicious or suspicious behaviours that disagree
with the majority. We have analysed the use of three alternatives which can be
useful for our purpose. The idea is to use a soft decision regime that aggregates
model updates weighted by their trust scores, or suspicious scores.

FLDetector We decided to apply part of the technique described in the papers
published by Zhang et al. to detect malicious clients (FLDetector [4], and Fe-
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dRecovery [5]), to detect when a minority of the learners are clearly dissenting
from the rest. If we call w; the weights corresponding to the current global model,
and g; the gradient of the global model computed by the ¢ client: g; = V f(D;, w),
we can estimate the next update (gradient), using the integrated Hessian for that
specific client:

g = 9571 + H (wy — we—1)

where HI is the integrated Hesssian for client  in interaction ¢. However,
instead of working with the estimated Hessian for client i, we work with H', in
instant ¢, an estimated global Hessian which is the same for all clients.

G g™ + HY (w — wiy) (1)

We use the L-BFGS algorithm to estimate the Hessian Vector Product H Aw.
Therefore, using (Eq. 1), we can estimate which one should be the next gradient
for every client. Thus, comparing the estimated gradient with the observed one,
we can detect when a client dissents from the majority. Thus, if we denote by d*
the Euclidean distance amongst observed and predicted gradients:

d" =131 = gill2, 1132 = g5ll2, - 19 — gnll2.]

we normalize the vector d* = dt/|d!|;, and then we can compute a suspicious
score for every client, s!, as the average normalized Euclidean distance in the
past N interactions: s! = + Zivz_ol dﬁfr

Therefore, this scoring system is based in the evaluation of consistency be-
tween the predicted model update, using L-BFGS, and the actual update, using
FedAvg. A client’s update exhibiting a substantial deviation from expected gra-
dients, quantified through these difference scores, signals a higher likelihood of
malicious behaviour or local data difference with respect to the majority.

Flare This strategy [1] builds trust scores, comparing the outputs of the penul-
timate layer of the models that have been updated by the clients. Basically, the
server sends the global model to the clients. Then, each local client trains the
copy of the global model with the local data and sends the model update back
to the server. The server uses this model updates to compute the trust scores.
To do so, it uses a very small set of auxiliary data. The server feeds these aux-
iliary data to the models returned by the clients, and gets the PLR (embedding
provided by the penultimate layer). Then, the server measures the distance (i.e.
the maximum mean discrepancy, MMD) between the PLRs of any two models
to estimate the trust score. Under the assumption that suspicious clients are
fewer than honest ones, FLARE assigns a score to each model update based
on the pairwise PLRs diecrepancies amongst all model updates. Let’s assume
that R; := {gu,(%1), .-, Guw,(Tm)} represents the PLRs provided by the model
returned by client j, for every pattern x; of the auxiliary data at the server.
Then it is possible to compute the MMD between any two sequences R; and R;:



Analysis of strategies to apply federated learning in the field of robotics 269

MJWD(Ri,Rj):ﬁ[Z > k(a,b) 4

a€R; beER; bF#a

ST K@) =2 > k(a,b)]
a€R; bER;,b#a a€R; bER;
where k(.) is a Gaussian Kernel function. Flare selects the top 50% nearest
neighbors for each local model based on the MMD scores. The count ct; for client
i increases by one, once i is selected by any client j, with j # ¢. The count ct;
indicates a trustworthiness. Thus, the trust score is computed as:

_ exp(ct;/T)
k=1 evp(cty/T)
where 7 is the temperature parameter, and S; is in the interval [0,1].

S

FLTrust Like in FLARE, FLTrust [2]| will compute trust scores for every client
in the federation, using a clean dataset stored at the server, called root dataset.
The cyclical process is the same as always. The server sends the global model to
the clients, which update their copies and send them back to the server (model
updates). In this case, the server also trains the global model (which has been sent
to the clients), using the root dataset. FL trust considers both, the server model
update and the client’s model updates to compute the trust indexes. Basically, it
takes the directions of the model updates into consideration, and assigns a trust
score (TS) to a local model update based on its direction similarity with the
server model update. The cosine similarity is used to compute the angle between
the weight vectors. However, the cosine similarity alone faces a challenge, if a
local update and the server local update are in the opposite directions their
cosine similarity will be negative. To avoid these negative values FLTrust clips
the consine similarity using the ReLU operation for clipping. Thus, the trust
score (T'S;), for every client ¢, is defined as:

< gi, 9o >

Ilgillllg;ll

where g; represents the ¢ client’s model update, gy the server model update
and, as usual, ReLU(z) = z if x > 0, and 0 otherwise.

It is important to be aware that the indexes for FLTrust and Flare reflect
confidence, the higher the value of the index for each client the more reliable that
client is. On the contrary, FLDetector computes suspicious indixes, the higher
the index for a client the more suspicious it is.

TS; = ReLU(

3 Experimental Results

In this section we present the performance of the strategies described in the
previous section to achieve shareable models, or to detect anomalies (trust and
suspicious scores).
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3.1 Datasets

In our study, we employ four datasets.

MNIST Dataset Classic dataset used widely in machine learning for digit
recognition tasks. It consists of 70,000 grayscale images of handwritten digits,
split into 60,000 training and 10,000 testing samples.

DigitFive Collection : Aggregated compilation specifically designed to chal-
lenge federated learning systems with a realistic scenario of data heterogeneity.
It consists of the following five distinct digit datasets: MNIST (described be-
fore). MNIST-M: Features a blend of MNIST digits superimposed on patches
randomly extracted from color photos from BSDS500 dataset. This results in
59,000 color images that combine the simplicity of MNIST digits with complex
color backgrounds, enhancing the challenge for digit recognition models. SVHN
(Street View House Numbers): Comprises over 63000 real-world, color images of
house numbers taken from Google Street View images. This dataset introduces
complex backgrounds and varying digit styles, simulating more challenging and
diverse visual recognition tasks. USPS (United States Postal Service): Contains
9,000 grayscale images derived from scanned envelopes by the USPS, which are
normalized and centered. This dataset provides a variation in handwriting and
digit arrangement. Synthetic Digits (SYN): Includes 12,000 synthetic images of
digits generated with random variations in fonts, colors, and backgrounds.

Turtlebot Collection: Obstacle Avoidance Collection The third collection
of datasets, named Turtlebot collection, consists of data collected by a Turtlebot
IV robot using an obstacle avoidance behavior. In this case we built a collec-
tion of 4 datasets, the inputs are always the same (information provided by a
laser scanner), but as we will describe next the behaviour of the robot is dif-
ferent for each data set of the collection. For each one of the 4 datasets of the
collection, the data was collected over an approximate period of 6 minutes in
4 different environments, each with different characteristics, in order to have a
heterogeneous environments. In total, around 7500 different examples were col-
lected, with approximately 1500 examples per environment. The data collected
in each environment consists of the inputs patterns (X), which are composed of
the vectors with the 1440 measurements of the LiDAR sensor, and the output
labels (Y), which are the linear and angular velocity in the X and Z axis of the
robot, respectively.

Dataset 1 in the collection: Threshold 0.55 In this case the robot turns whenever
detects an obstacle below a threshold distance of 0.55 m. When the robot turns
it can do it either to the right or the left. In this case to determine the direction
of turning we used repulsive forces.
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Dataset 2 in the collection: Right The threshold distance is the same as before,
0.55 m, but in this case the robot is only allowed to turn right when an obstacle
is detected.

Dataset 3 in the collection: Left Once again the threshold distance is the same
as the two previous cases, 0.55m, but in this case the robot is only allowed to
turn left when an obstacle is detected.

Dataset 4 in the collection: Threshold 0.7 In this case we change the threshold
distance below which the robot will turn when an obstacle is detected, the new
threshold is 0.70 m. Like in the first case, the robot will be allowed to turn either
right or left using the repulsive forces described before.

Waflle Collection This new collection, consists of data collected by a Waffle
robot using the obstacle avoidance behaviour explained for the Turtlebot robot
in the previous section. For the Waffle we just collected one dataset, with the
threshold set to 0.50 m and allowing the robot to turn both right and left when
detecting an obstacle. The data collected in each environment consists of the
input patterns (X), composed of the 231 measurements of the LIDAR sensor,
and the output labels (Y), composed of the linear velocity in the X-axis of the
robot and the angular velocity in the Z-axis of the robot. In total, around 5000
samples.

4 Analysis of poisoning attacks

We focus on evaluating the resilience of federated learning models against ad-
versarial threats by implementing two distinct types of attacks on the MNIST
dataset: the backdoor attack and the mean attack. Targeted attacks, (e.g. Back-
door [3]), are designed to subtly embed malicious behavior in a model, which is
activated under specific conditions without affecting overall performance. The
backdoor attack in our experiments is implemented by training the compromised
model with images that contain a specific pattern associated with a target label.
This is designed to induce the model to mistakenly associate the presence of this
pattern with the target label, effectively embedding a backdoor in the model.
The attack is further enhanced by a scaling attack strategy, where the gradients
sent by the malicious client to the global model are scaled up. This escalation
in gradient values aims to increase the influence of the malicious client on the
global model, making the backdoor more effective during the model aggregation
phase. The second attack we have considered is the Mean (untargeted) attack. In
this case it aims to broadly degrade model performance, challenging its overall
accuracy and effectiveness. The mean attack involves manipulating the direction
of the gradients sent by the compromised client to the global model. Specifically,
the gradients are inverted before being sent. This inversion is intended to dis-
rupt the learning process by pushing the global model away from the optimal
solution, rather than towards it.
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To carry out the FL with MNIST, we worked with ten clients. In the ini-
tial scenario only benign clients featured, providing a baseline by assessing their
aggregation algorithm, based on trust scores, under optimal conditions. Subse-
quently, the poisoning attacks were executed, where three of the ten clients com-
promised the training process testing the system’s resilience against intentional
data manipulations. In alignment with the methodologies outlined in Wang et.
al.[?], global model aggregation occurs every five local training epochs. FLTrust
adjusts its aggregation schedule to ensure an equivalent amount of training,
aligning with FLARE’s schedule for a consistent comparison of different tech-
niques. Specifically, while FLARE performs global aggregation every five local
training epochs, FLTrust performs global aggregation at every local epoch. To
achieve an equivalent amount of training, if FLARE has 20 global aggregations,
FLTrust conducts 100 global epochs.

Both FLARE and FLTrust methodologies necessitate the presence of a dataset
on the global server to function effectively. FLARE, as previously discussed, uti-
lizes a small dataset on the server to monitor the behavior of each participant’s
PLR within the latent space. For all the experiments conducted, this dataset con-
sisted of synthetically and randomly generated data, to ensure that the dataset
did not interfere with the scoring calculations, thereby providing an unbiased
baseline to assess the integrity of data submitted by clients. In contrast, for
FLTrust, the dataset on the server acts as a trust indicator and thus, its content
holds substantial importance. In both methodologies, the server model employs
a small set of benign data for training—using data without attacks in the case
of MNIST.

During the implementation of FLTrust, it was observed that the relatively
small dataset on the server resulted in a slower learning rate for the server’s
local model. This fact not only affected the server’s learning efficiency but also
had a direct impact on the global model by adapting all updates to the slower
norm of the server’s local update. To remedy this issue, the dataset selected for
the server was replicated to match the size of the datasets used by the other
clients, ensuring a more balanced and effective learning rate across the network,
although an alternative solution may have been increasing the number of local
epochs exclusively for the server to compensate for the smaller dataset size.

MNIST Dataset Figures 1, 2 and 3 show the results of applying FLdetector,
Flare and FLTurst to detect malicious clients. As we can see in these figures, the
three methods demonstrate remarkable success in detecting malicious clients.
Despite of the good performance of all methods, it is interesting to notice that
in scenarios without attacks, FLARE shows an important variance in the scores.
This variation reflects the method’s sensitivity to the relative positioning of
client data. On the contrary, FLTrust, which anchors its trust assessments in
the server-held data, and FLDetector, which forecasts the global update using
the historical information provided by each client, exhibit a more stable set of
indexes, i.e. a much more uniform distribution of influence.
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Fig. 1: Average Suspicious Scores per Client Across Different Attack Scenarios in
FLDetector. Note that a higher score indicates a higher level of suspicion. Conse-
quently, clients with higher scores are considered less trustworthy and are given lesser
weight in the aggregation process, or might even be excluded altogether, following the
original methodology proposed by Fang et. al [?]
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Fig. 2: Average Trust Scores per Client Across Different Attack Scenarios in FLTrust
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Fig. 3: Average Trust Scores per Client Across Different Attack Scenarios in FLARE
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5 Detecting dissenting or suspect minorities

With this case we will analyse the performance of FLTrust, Flare and FLDetec-
tor. When only a small percentaje (minority) of learners dissent from the rest
of the learners. We will work with two collections: DigitFive and the Turtlebot
data. In this case, we work with five learners, but in all the experiments four of
them used the same dataset from the collection, while one used a distinct one.
Again, let us note that both FLARE and FLTrust methodologies necessitate
the presence of a dataset on the global server to function effectively. In both
cases, the server model employs a small set from the predominant dataset.

DigitFive Dataset Table 1 displays the average trust scores across multiple
runs for FLTrust, FLARE and FLDetector, respectively, including the mean
scores for clients sharing the same dataset, labeled as Com, alongside scores for
the distinct client. As we can see in this table, the three methods are able to prop-
erly detect the dissenting client. It is noteworthy that FLTrust and FLDetector
consistently assign the expected scores (higher in FLTrust and lower in FLDe-
tector) to the majority clients in all tested combinations. In contrast, FLARE
assigns incorrect scores in scenarios where the SYN dataset predominates, among
others. Furthermore, it is observed that in situations where all clients possess
the same data, the scores assigned by FLTrust and FLDetector are significantly
more stable than those calculated by FLARE (something that we had seen in
the previous section t00).

Finally, a notable distinction is observed between the methods regarding
how dataset characteristics influence trust scores. In FLDetector, and specially
in FLTrust, the difference in trust scores clearly aligns with the nature of the
datasets being handled. For instance, in FLTrust, MNIST scores are more closely
aligned with SYN and MNIST, rather than with SVHN; illustrating the methods’
sensitivity to dataset characteristics. Conversely, FLARE appears to be more
arbitrary in its scoring, basing assessments exclusively on proximity relations,
which may lead to less predictable results. These observations reinforce earlier
discussions from the MNIST dataset, highlighting the importance of a reliable
dataset stored on the server which aids in stabilizing the method.

Turtlebot Dataset In this case, Tables 2, 3 and 4 show that, once again,
FLTrust, FLDetector and FLARE are able to detect the dissenting client. Re-
garding the data held at the server in the case of FLTrust, we analysed two
different approaches: the first approach involves distributing the total data from
the majority class among the benign clients and the server, thereby treating the
server as another benign participant with equivalent access to training data. This
method aims to enhance the overall homogeneity of the data being processed,
potentially stabilizing the learning process across the network. The second ap-
proach, whereby 20% of the training data from each client is allocated to the
server, tests the behavior of FLTrust under conditions where obtaining a clean
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Independent client

FLDet.

MNIST MNIST-M  SVHN SYN USPS
Dif Com Dif Com Dif Com Dif Com Dif Com

c MNIST 200 .200 .315 .171 .336 .166 .298 .175 .272 .182
Cf.‘m:on MNIST-M .287 .178 .201 .200 .259 .185 .264 .184 .277 .181
et SvHN 298 175 .248 188 .200 .200 .268 .183 .308 .173
SYH 304 174 254 .186 .263 .184 .198 .200 .290 .178

USPS 335 .166 .346 .163 .534 117 .326 .168 .207 .198

Independent client

FLTrust MNIST ~ MNIST-M  SVHN SYN USPS
Dif Com Dif Com Dif Com Dif Com Dif Com

G MNIST  .797 .802 .493 .834 .172 .841 .278 .845 .533 .772
C?m‘;ﬁon MNIST-M .611 .875 .899 .900 .319 .870 .508 .912 .502 .860
1S gvHN 295 919 .564 .894 .950 .945 .543 .939 .336 .918
syn 309 741 446 873 212 788 .793 .815 .407 .833

USPS 823 .985 246 .780 .759 982 .354 .714 .626 .737

Independent client

FLARE MNIST ~ MNIST-M  SVHN SYN USPS
Dif Com Dif Com Dif Com Dif Com Dif Com

G MNIST  .196 .201 .034 .242 .021 .245 .078 .531 .081 .230
Cf.““fon MNIST-M .204 .199 .201 .200 .052 .237 .165 .209 .113 .222
1S SvEN 069 .233 .065 .234 .155 211 .043 .239 .028 .243
syn 218 196 .091 .227 240 .190 .395 .151 .242 .190

USPS 037 241 .090 .227 .041 .240 .035 .241 485 .129

Table 1: Comparative averages of FLDetector, FLTrust and FLARE scores across
DigitFive dataset configurations for five clients, with four sharing the same dataset
and one independent client in varying scenarios.
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and sufficient dataset for the server training is challenging. This method deliber-
ately takes a representative sample from each participating client’s data, despite
the inherent risk that not all data may be from a uniform dataset. By doing so, it
seeks to enhance the server’s comprehensive understanding of the data variations
across the network. This strategy is designed not only to test the robustness of
FLTrust under less ideal conditions but also to explore how well the method can
manage and integrate diverse and potentially inconsistent data inputs to guide
the aggregation process effectively.

Independent client
Threshold 0.55 Threshold 0.7 Right Left
Dif Com Dif Com Dif Com Dif Com
Threshold 0.55 .575 .636 299 482 133 487 .050 412

FLTrust Approach 1

gﬁ:ﬁg’“ Threshold 0.7 281 .341  .322 .354 .200 .410 .084 .289
Right 108 .360  .146 .379 437 374 004 .362
Left 104 290 .042 291 011 .323 430 .309

Independent client
Threshold 0.55 Threshold 0.7 Right Left
Dif Com Dif Com Dif Com Dif Com
Threshold 0.55 .477  .489 361 637 237 525 230 495

FLTrust Approach 2

gﬁ;‘;ﬁon Threshold 0.7 .547 .505  .481 .428 .307 .370 .267 .274
S Right 381 407 233 462 662 .498 .090 .298
Left 170 433 .098 428 177 259 .386  .487

Table 2: Comparative averages of FLTrust confidence scores across TurtleBot dataset
configurations for five clients, with four sharing the same dataset and one indepen-
dent client in varying scenarios. Server in approach 1 receives data as another benign
participant, while in approach 2 it is trained with 20% data of each client.

The results of both FLTrust approaches are shown in Table 2. As it is in-
tuitively expected, we perceive a better performance of FLTrust in the first
scenario.

On the other hand, FLARE does not require additional perspectives for server
data handling, as the data used in the server are again synthetically and ran-
domly generated. The scoring differential in FLARE is much more pronounced
compared to FLTrust in scenarios where both datasets are quite different (Left
or Right datasets are used). This outcome highlights FLARE’s reliance on com-
paring updates between clients to assess trustworthiness.

Lastly, as shown in Table 4, FLDetector exhibits scoring patterns similar
to those of FLTrust, contrasting with the more pronounced scoring differentials
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Different client

FLARE Threshold 0.55 Threshold 0.7 Right Left
Dif Com Dif Com Dif Com Dif Com
G Threshold 0.55 .369 .158  .149 213 .111 .222 .016 .246
CE“E:’“ Threshold 0.7 .181 205  .450 .137 .032 .242 .024 .244
NS Right 011 247 011 247 524 119 011 .247
Left 011 247 011 247 011 247 .336 .166

Table 3: Comparative averages of FLARE confidence scores across TurtleBot dataset
configurations for five clients, with four sharing the same dataset and one independent
client in varying scenarios

observed in FLARE. Both methods assign confidence scores based on the level
of data disparity among the clients, effectively adjusting their evaluations to
the degree of dataset differences. For instance, clients which only differ in the
distance threshold settings of the robot, receive much more similar scores than
the other possible combinations. FLTrust and FLDetector tend to offer more
stable and consistent scoring when data characteristics are similar.

6 Achieving a sharable model

As we pointed out in section 2.1, we have to deal with the fact that sensors on the
robot might have different characteristics and position. In this case we work with
two different robots: Turtlebot IV and Waffle. The laser scanner of the Turtlebot
IV provides 1440 readings, while in the case of the Waffle it only provides 231.
In both cases we invert the sensor readings and normalize the vectors (standard
normalization). Nevertheless, in the Turtlebot IV we get infinite values when a
reading is out of range or when there is an error taking the measurement. To
deal with these infinite values, we analyse the previous adjacent value in the
vector of readings: if the previous adjacent value is lower than 0.15 we replace
the infinite value with 0.15, if the previous adjacent value is higher than 15 we
replace the infinite value with 30. If neither of the two options are fulfilled we
replace the infinitive value for the previous adjacent value. Nevertheless, in the
case of the Waffle the problem is different. The vector of sensor readings not
always has the same size (when it can not acquire all readings it returns a vector
without some components). In this case we fixed the size of the vector readings
to 231, therefore when we get a vector with less sensor readings we replicate the
last one. If the vector has more than 231 we discard the last values. Therefore,
we see that in the case of the Turtlebot IV and Waffle, despite they are similar
robots, not only the dimension of the sensor readings (input to our network) is
very different, but also the artifacts (infinite or wrong acquisitions).

We created two models from the Turtlebot IV dataset (model 1 Turtle and
model 2 Turtle).
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Different client

FLDetector Threshold 0.55 Threshold 0.7  Right Left
Dif Com Dif Com Dif Com Dif Com
G Threshold 0.55 .184 .204  .230 .193 .26 .188 .322 .170
CE“E:’“ Threshold 0.7 .167 .208  .180 .205 .300 .175 .268 .183
ents Right 242 189 242 189  .168 .208 .354 .162
Left 249 188 .240 .190 270 .182 .173 .207

Table 4: Comparative averages of FLDetector confidence scores across TurtleBot
dataset configurations for five clients, with four sharing the same dataset and one
independent client in varying scenarios

model 1 _Turtle The CNN implemented consist of one convolutional-1d layer,
MaxPool-1d layer, convolutional-1d layer, MaxPool-1d layer, followed by 4 FC
layers of 64, 14, 12 and 2 neurons.

model_ 2 _Turtle This second model consists of two MaxPool-1d layers (the ker-
nel size = 4), followed by 4 FC layers of 64,18,12 and 2 neurones each.

Once these models were trained, we adapted them for the Waffle robot. In
this case, we changed the convolutional layers (to face the new readings), but we
froze the weights of the fully connected layers, which are a copy of the Turtlebot
models.

model 1 Waffle In this case we adapted model 1 Turtle for the Waffle robot.
We worked with a model consisting of one convolutional-1d layer (kernel size=5),
MaxPool layer (kernel size=3), convolutional layer (kernel size =3), and Max-
Pool layer (kernel size=2). The fully connected layers have a copy of the weights
of model 1 Turtle and are frozen during the learning process, and therefore the
topology of these layers are the same as before (64,14,12,2).

model_ 2 Waffle In this case we adapted model 2 Turtle for the Waffle robot.
We worked with a model consisting of one convolucional-1d layer (kernel _size=1),
another convolutional-1d layer (kernel size=3), a MaxPool layer (kernel _size=3),
and a linear layer of 90 neurones. The fully connected layers have a copy of the
weights of model 2 Turtle and are frozen during the learning process.

In both cases, model _1_Waflle and model 2_Waffle converged and exhibit
a low error in the test set (20% of the data was saved for test). In this article what
we have implemented to reach sharable models is really transfer learning. We
have seen how we can adapt the model of one robot to the other robot (freezing
the fully connected layers). Nevertheless, as part of the future work we will work
with a federated learning in which both models (the one in the Turtlebot and
the one in the Waffle) are being learnt simultaneously. In this case, the federated
learning will be applied on the weights of the fully connected layers, while the
convolutional layers will be modified only locally.
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7 Conclusions

If we want to apply federated learning in the context of robotics, there are at
least two challenges that must be faced: On one hand, we must reach sharable
models, due to the fact that the sensors on the robots might differ amongst
them. On the other hand, even if the task is the same, most probably local data
is heterogeneous due to the hardware of the robot, the way data is collected,
etc. Due to this, we will probably need personalized federated learning, which
will allow to achieve local models that are close but not identical to the global
model. In this case, the use of strategies that allow the detection of malicious
or dissenting clients will help to reduce their impact on the global model. We
have compared three strategies: FLARE, FLDetector and FLTrust. All of them
provide a set of indexes which characterize up to what extent each client seems
to be benign or coherent with the rest. According to the results we achieved,
FLDetector and FLTrust seem to be more stable than FLARE.
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